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Abstract

Accelerating the inference of large language models (LLMs) is an important
challenge in artificial intelligence. This paper introduces distributed speculative
inference (DSI), a novel distributed inference algorithm that is provably faster than
speculative inference (SI) [Leviathan et al., 2023, Chen et al., 2023, Miao et al.,
2023] and traditional autoregressive inference (non-SI). Like other SI algorithms,
DSI works on frozen LLMs, requiring no training or architectural modifications,
and it preserves the target distribution. Prior studies on SI have demonstrated
empirical speedups (compared to non-SI) but require a fast and accurate drafter
LLM. In practice, off-the-shelf LLMs often do not have matching drafters that are
sufficiently fast and accurate. We show a gap: SI gets slower than non-SI when
using slower or less accurate drafters. We close this gap by proving that DSI is
faster than both SI and non-SI—given any drafters. By orchestrating multiple
instances of the target and drafters, DSI is not only faster than SI but also supports
LLMs that cannot be accelerated with SI. Our simulations show speedups of off-
the-shelf LLMs in realistic settings: DSI is 1.29-1.92x faster than SI. Our code is
open-sourced: github.com/keyboardAnt/Distributed-Speculative-Inference

.

1 Introduction

Generative LLMs, such as GPT-4 [OpenAI, 2023], have demonstrated unprecedented results in
various applications [Andreas, 2022, Li et al., 2023, Bubeck et al., 2023, Wei et al., 2022]. Despite
their potential, the inference latency of LLMs presents a significant challenge and a bottleneck for
adoption in real-time applications. For example, in algorithmic trading, the model needs to make rapid
predictions to execute trades in milliseconds, and in autonomous driving, the model must act quickly
to ensure the vehicle’s reliability. This challenge is compounded by existing inference algorithms that
do not fully utilize the computational resources that modern hardware offers.
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Given their usefulness, speeding up the inference of LLMs is an important area of research. Existing
efforts to reduce the inference latency can be classified into two main categories: algorithmic
innovations and system optimizations. Algorithmic innovations include compressing LLMs through
pruning (e.g., [Frantar and Alistarh, 2023, Sun et al., 2024a, Ma et al., 2023]), knowledge distillation
(e.g., Hinton et al. [2015], Gu et al. [2024]), quantization (e.g., [Hubara et al., 2018, Frantar et al.,
2022, Lin et al., 2024]), and low-rank factorization (e.g., [Hsu et al., 2022, Xu et al., 2023]). On
the system side, enhancements such as kernel optimizations [Dao et al., 2022], tensor parallelism
[Shoeybi et al., 2019], and low-bit quantization [Yao et al., 2024, Dettmers et al., 2022] are utilized
to increase computation speed and reduce operational overhead, directly lowering latency.

Despite reducing the inference time, these methods have a significant drawback: they typically
degrade the output quality. Consequently, other approaches acknowledge that some inputs require a
very large model, while others can be effectively approximated by more efficient models. The goal of
these adaptive methods (e.g., [Elbayad et al., 2020, Bapna et al., 2020, Han et al., 2022, Schuster et al.,
2021]) is to channel fewer computational resources for easier inference steps. While many of these
solutions are useful in practice, they often require modifications to the model architecture, changes to
the training procedure and re-training of the models, without guaranteeing identical outputs.

A recent line of work [Stern et al., 2018] for accelerating the inference of LLMs is based on speculative
inference. The idea is to use speculative execution [Burton, 1985, Hennessy and Patterson, 2012] to
predict possible continuations of the input prompt using faster drafter LLMs that approximate the
target LLM, then verify the correctness of the predicted continuations simultaneously by utilizing the
concurrency of CUDA-based processors (i.e., batching). They provided empirical evidence that their
proposed draft-then-verify approach speeds up the inference. Since the introduction of speculative
inference [Stern et al., 2018], various papers Leviathan et al. [2023], Chen et al. [2023] have improved
this method by introducing novel lossless methods to verify the correctness of token sequences that
were generated by the drafter LLMs. Empirically, these approaches lead to speedups in decoding
LLMs in practical use cases, such as 2-3x speedups in decoding LLMs of 11B and 70B parameters in
some settings. Following this line of work, Miao et al. [2023] extended the verification algorithm of
Leviathan et al. [2023], Chen et al. [2023] and showed that their method increases the probability of
accepting draft tokens, and proved its losslessness. Following the success of this approach, research
in this area has expanded in various directions [Mamou et al., 2024, Li et al., 2024, Cai et al., 2024,
Sun et al., 2024b, Zhou et al., 2024, Liu et al., 2023, Joao Gante, 2023].

While traditional methods for SI show how to accelerate the inference time of LMs, they do not take
advantage of the possibility of having multiple processing units (e.g., GPUs). In addition, empirical
evidence indicates that acceleration happens only when the drafter is very accurate and is significantly
faster than the target model. Two key questions then are: (i) can we reduce the inference time of LLMs
by taking advantage of multiple processors simultaneously? (ii) can we accelerate the inference time
using drafters that are not necessarily very fast or accurate?

Contributions. In this paper we make the following contributions: 1. We design the first distributed
algorithm (across multiple GPUs) for speculative inference of large language models. This algorithm
is provably faster than both non-SI and SI methods. 2. We empirically validate, across a wide range
of experiments, that our method can speed up the inference time compared to SI, even when fixing
the number of processors. 3. We demonstrate that SI requires a drafter model that is both faster and
more accurate than the target model. Conversely, our method accelerates inference time even with
drafter models that are slower and less accurate (> 10% latency compared to the target model).
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2 Preliminaries

We begin by describing autoregressive language models, next-token prediction, speculative inference
and how to measure latency.

Autoregressive language models (LMs) are deterministic, real-valued multivariate functions. An
input to an LM is a sequence of vectors. We call these vectors tokens, and the sequence a prompt.
Tokens have a pre-defined dimension, denoted by nvocab. LMs output a vector of real numbers of
dimension nvocab, also known as the logits. Since prompts to the same LM may vary in length, we
simplify the notation of the forward pass as follows: f : R∗×nvocab → Rnvocab .

Self-Attention LMs are LMs with pre-defined context length nctx [Vaswani et al., 2017]. Hence,
we represent the forward pass of such LMs in the following manner: f : Rnctx×nvocab → Rnvocab . For
example, GPT-2 and GPT-3 are Transformers with nvocab = 50257, and context lengths nctx = 1024

and nctx = 2048, respectively [Radford et al., 2019, Brown et al., 2020]. In this paper, all LMs are
Self-Attention ones with pre-set (frozen) parameters.

We extend the prompt notation such that prompts can have length l ≤ nctx. Self-Attention LMs
handle prompts of length l < nctx by starting the input sequence with a prefix of nctx − l tokens,
followed by the l given tokens. LMs ignore the prefix, either by zeroing (masking) the Attention parts
corresponding to the prefix or by left-padding with dedicated tokens. In this paper, prompts of length
l < nctx are the non-masked, non-padded suffix of the input sequence of length nctx.

Generating the next token is the primary application of autoregressive LMs. This process consists
of two steps: computing the forward pass of the LM and then selecting the next token based on the
output. The selection can be deterministic or non-deterministic.

Non-deterministic selection procedures apply the softmax function after the forward pass of LMs and
sample from the resulting probability vector:

softmax : Rnctx×nvocab → [0, 1]nvocab such that the entries sum to 1. (1)

For convenience, we denote the output probability vector by f (x≤i):

xi+1 ∼ f (x≤i) := softmax (f (x≤i)) := softmax (f (x≤0 ⊕ x1 ⊕ · · · ⊕ xi)) , (2)

where a⊕ b = (a, b) is the concatenation of the vectors a and b and x≤i := x≤0 ⊕ x1 ⊕ · · · ⊕ xi.

For deterministic selection procedures, composing monotonic functions, such as softmax, is usually
unnecessary. For example, the most likely next token is the argmax of both the logits and the output
of the softmax. Still, for convenience, we assume that LMs always output probability vectors. The
sampling process in (2) is either deterministic (i.e., xi+1 is the token with maximal probability) or
random (achieved by randomly selecting xi+1 from the distribution softmax (f (x≤i))).

Speculative Inference (SI) is an approach for accelerating the inference of a target LM (e.g., a
member of the GPT series) fm. Such methods use faster LMs f1, . . . , fm−1 that approximate the
target model fm in order to reduce the total inference time. For example, Leviathan et al. [2023]
reduces the amount of time to infer a target model f2 on a given prompt x≤0 by using batching. SI
algorithms start by drafting k tokens x′

i := f1(x
′
≤i−1) := f1(x≤0 ⊕ x′

1 ⊕ · · · ⊕ x′
i−1) (i ∈ [k]) using

a faster drafter model f1 before seeding the prompts {x′
≤i}ki=0 altogether as one input batch to the

target model f2. The idea is to take advantage of the fact that modern GPUs can process the batch
{x′

≤i}ki=0 faster than feeding the k individual sequences independently.

Straightforward algorithms of speculative inference are typically lossless in expectation, i.e., they
generate tokens from the same distributions as the target would generate without speculation. Naive
algorithms of speculation guarantee returning the same tokens as the target [Joao Gante, 2023, Spector
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and Re, 2023]. More sophisticated algorithms of speculation might generate different tokens, but
their generated tokens follow the distribution of the target [Leviathan et al., 2023, Chen et al., 2023].

To implement distributed algorithms for speculative inference, we use multiple processors, which
are hardware components capable of executing threads. Processors can compute forward passes and
sample tokens from the output probability vectors and we assume that threads can run in parallel.
When using DSI we will run sequences of drafter models fj1 , fj2 , . . . , fjk , where the first model
takes x≤0 and returns some token xj1

1 , the second takes x≤0⊕xj1
1 as a prompt and returns xj1,j2

2 , and
so on. As such, in order to denote that a given thread is computing the output of fjk on a sequence
x
j1,...,jk−1

≤k−1 := x≤0 ⊕ xj1
1 ⊕ · · · ⊕ x

j1,...,jk−1

k−1 , we denote CJ , where J = (j1, . . . , jk). When a thread
CJ computes an LM, we denote the output probability vector by CJ [prob]. If CJ samples a new
token from CJ [prob], we denote this token by CJ [new]. For example, thread CJ implementing (2)
above will have

CJ [prompt] := x≤i, CJ [prob] := f (CJ [prompt]) and CJ [new] ∼ CJ [prob].

Once a thread CJ finishes sampling a new token, the thread outputs the concatenation of CJ [prompt]
and CJ [new]. Following the example in (2), we have

CJ [return] := CJ [prompt] ⊕ (CJ [new]) := (x≤0, x1, . . . , xi+1).

A new thread that was initiated by CJ is denoted by CJ⊕(j), where J ⊕ (j) is the concatenation of J
and (j). The set of all the threads that originate from CJ is {CJ⊕J′ : J ′ is a nonempty tuple}. We
assume that terminating a concurrent thread terminates all the threads that originate from it.

Time in this paper is the wall time. We measure the time that passes from the initiation of a task until
its termination. A task is a nonempty set of threads, denoted by {CJ : J ∈ J}. Its time is

Twall
[
{CJ}J∈J

]
:= max

J∈J
(Timepoint CJ finishes) −min

J∈J
(Timepoint CJ starts).

When a task consists of a single thread, we omit the curly brackets, namely,

Twall [CJ ] := Twall [{CJ}] where | {CJ} | = 1.

Note that two threads, denoted by CJ and CJ′ , may run concurrently and overlap in time. Hence, it is
possible that max {Twall [CJ ] , Twall [CJ′ ]} ≤ Twall [{CJ , CJ′}] < Twall [CJ ] + Twall [CJ′ ]. However,
if CJ and CJ′ do not overlap in time, then Twall [{CJ , CJ′}] ≥ Twall [CJ ] + Twall [CJ′ ].

3 Distributed Speculative Inference

While previous methods for SI [Leviathan et al., 2023, Chen et al., 2023, Miao et al., 2023] are
useful for speeding up the inference, they overlook the idea of utilizing multiple processing units to
compute LM outputs in parallel. In this section, we outline a theoretically sound approach to infer
LMs using a sufficiently large number of processors. The naive version of our method operates under
the assumption that we have access to a sufficient amount of processors so that threads never have
to wait. Later, we discuss how our method can be implemented in practice with a fixed number of
processors.

3.1 Method Overview

Consider the task of computing N output tokens autoregressively from a target model fm given a
prompt x≤0. We have a set of faster drafter models, f1, . . . , fm−1, that are all faster than fm (as
defined in Assumption 2). Our goal is to compute xi = fm(x≤i−1) for all i ∈ [N ]. To achieve
this, we initiate m threads, C(1), . . . , C(m) (line 2). Each thread, denoted as (j1), is responsible
for computing xj1

1 = fj1(x≤0). Once a thread, C(j1), finishes computation, we instantiate m new
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Algorithm 1 Distributed Speculative Inference (DSI) of N tokens

Require: A prompt x≤0, and m autoregressive models, f1, f2, . . . , fm.
1: v = 1.
2: initiate m threads C(1), . . . , C(m) such that C(j1) generates the token xj1 ∼ fj1(x≤0) for all

j1 ∈ [m] concurrently.
3: label thread C(m) as the current verifier.
4: ONCE any thread CJ⊕(j) finishes to generate a token, namely, sampled CJ⊕(j)[new] ∼

fj
(
CJ⊕(j)[prompt]

)
:

5: if |J |+ 1 < N then
6: initiate m threads, CJ⊕(j,1), CJ⊕(j,2), . . . , CJ⊕(j,m), to generate a token concurrently and

respectively from f1, f2, . . . , fm.
7: if CJ⊕(j) is the current verifier thread then
8: terminate all threads CJ⊕(j′) (and their descendant threads) that sampled a different token

than CJ⊕(j).
9: let j∗ = arg min

j′∈[m]
{j′ | CJ⊕(j′)[new] = CJ⊕(j)[new]}.

10: terminate all threads CJ⊕(j′) (and their descendant threads), where j′ > j∗.
11: label CJ⊕(j∗,m) as the current verifier.
12: update v = v + 1.
13: if CJ⊕(j∗,m) has already finished then
14: go back to step 7 with J = J ⊕ (j∗,m).
15: end if
16: end if
17: else if the last entry of J ⊕ (j) equals m (i.e., j = m) then
18: return CJ⊕(j)[return].
19: end if
20: end ONCE

threads, C(j1,j2), to calculate xj1,j2
2 = fj2(x≤0 ⊕ xj1

1 ) for all j2 ∈ [m]. In general, once we compute
x
j1,...,jr−1

r−1 , we initiate m new threads, C(j1,...,jr−1,1), . . . , C(j1,...,jr−1,m), to compute xj1,...,jr
r =

fjr (x≤0 ⊕ xj1
1 ⊕ · · · ⊕ x

j1,...,jr−1

r−1 ) for all jr ∈ [m]. This is captured in lines 4 and 6.

Once C(m) completes its computation and provides the correct value of the first output token
xm
1 = x1, we can verify which other threads, C(j1), have accurately computed x1. Any thread C(j1)

where xj1
1 ̸= x1 is immediately terminated along with its descendant processes. For each j1 ∈ [m]

that correctly computed xj1
1 = x1, we continue with computing xj1,j2 = fj2(x≤0 ⊕ xj1

1 ) for all
j2 ∈ [m]. However, since all threads are computing the same set of tokens, we terminate all but the
one corresponding to the smallest value of j1 that satisfies xj1

1 = x1. In essence, C(m) serves as
a verifier, identifying drafters that miscalculated the initial part of the autoregressive computation.
Once we retain one valid j1, we relabel C(j1,m) as the new verifier thread. We know that since C(j1)

returned the correct token xj1
1 = x1 and x2 = fm(x≤1), the output of C(j1,m) must be correct. When

that thread finishes, among the remaining threads, C(j1,j2), we terminate those that miscalculated
x2 = xj1,m

2 and keep only the one with xj1,j2
2 = xj1,m

2 = x2, whose index j2 is minimal. We continue
this process until the output xj1,...,jN−1,m is obtained from the last verifier thread C(j1,...,jN−1,m).
The process of relabeling verifier threads and terminating irrelevant threads is outlined in lines 8, 10,
and 11. Line 13 considers the case where the newly labeled thread may have already finished. If so,
in line 14, we return to line 7 with the new verifier thread.

Preemption in DSI. A crucial enhancement in DSI is the introduction of preemption. Algorithm
1 invokes a new process for each token. With preemption, DSI waits and processes a batch of
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tokens after a lookahead number of tokens have been drafted. This change reduces the number
of invocations required, allowing the use of a fixed number of processing units. The lookahead
parameter allows tuning DSI to use an arbitrary maximal number of available processing units.
The maximal number of required targets is ⌈ target_latency

lookahead·drafter_latency⌉. This approach maintains the
integrity of the speculative inference algorithm, ensuring that the theoretical foundations hold while
optimizing performance.

Rejection sampling algorithm. As can be seen in lines 8 and 10, Algorithm 1 rejects/terminates
any thread (and its descendants) that returns a token that is not exactly the same as the token returned
by the current verifier. However, this criterion is fairly strict and leads to many rejections in practical
settings. Even if the drafter is another instance of the target, they may disagree due to the randomness
of the sampling. In order to increase the number of acceptances while maintaining the distribution of
the outputs of the target model, Leviathan et al. [2023], Miao et al. [2023] suggested different relaxed
methods for rejecting draft outputs. In order to incorporate these rejection sampling methods, we can
replace lines 8-9 with an application of their rejection sampling procedures.

3.2 Analysis

As a next step, we would like to prove that DSI (Algorithm 1) always returns the correct sequence of
tokens x1, . . . , xN (it is lossless) and that it runs at least as fast as non-SI and SI. Before we state our
main theoretical results, we state several assumptions that will be used in the analysis. The proofs are
provided in Appendix A.

Assumption 1. We assume the existence of a (universal) constant c > 0 such that, for any input
prompt x≤0 and model index j ∈ [m], we have:

Twall [computing fj (x≤0)] ∈ (0, c) and Twall [sampling x ∼ fj (x≤0)] = 0.

Assumption 2. We assume that for all j ∈ [m− 1], fj is faster than fm (denoted fj ⪯ fm) in the
following sense maxx≤0

Twall [computing f1 (x≤0)] ≤ minx≤0
Twall [computing f2 (x≤0)].

Assumption 3. We assume that Twall
[
{C(j1,...,ji)}ki=1

]
=

∑k
i=1 Twall

[
C(j1,...,ji)

]
.

The first assumption asserts that computing the output of any model takes a non-zero, bounded
amount of time, and sampling a token from the output probabilities takes a negligible amount of time.
The second assumption asserts that each drafter model runs faster than the target model, for any given
input prompt. The third assumption asserts that computing xj1,...,jk

k takes the time of first computing
xj1
1 , then xj1,j2

2 , and so forth, up to xj1,...,jk
k , with no delays.

The following theorem suggests that our method returns tokens from the same distributions as those
the target would generate without speculation, and is at least as fast as iteratively applying the target
model itself.

Theorem 1. Under Assumptions 1, 2 and 3, Algorithm 1 returns the same output and runs at least as
fast as running the target model itself without speculative inference.

Theorem 2. Under Assumptions 1, 2 and 3, Algorithm 1 runs at least as fast as SI in expectation.

The advantage of Algorithm 1 lies in its concurrency. The following example shows how DSI can
accelerate the inference of a given target model using a drafter model that is faster than the target
model and returns the correct output with high probability.

Proposition 1. Suppose we have a drafter model f1, a target model f2 and a prompt x≤0. Assume
that f1 requires t1 time units to compute each of its outputs, and f2 requires t2 time units, where
t2 > t1. Assume that given the prompt x≤i = x≤0 ⊕ x1 ⊕ · · · ⊕ xi, the probability that f1 returns
the (correct) token xi+1 is p. Then, the expected time it takes Algorithm 1 to calculate the correct
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Target Drafter Dataset Target
Latency

(ms)

Drafter
Latency

(ms)

Drafter
Latency

(%)

Acceptance
Rate
(%)

Speedup
DSI vs. SI

Vicuna-13B Vicuna-68M CNN-DM 37.7 2.5 6.5 63 1.47x
Vicuna-13B Vicuna-68M Alpaca 33.3 2.5 7.4 58 1.41x
Vicuna-7B Vicuna-68M CNN-DM 29.4 2.5 8.4 67 1.29x
Vicuna-7B Vicuna-68M Alpaca 26.0 2.5 9.5 59 1.70x
Starcoder-15B Starcoder-168M HumanEval 20.6 6.8 32.3 93 1.92x
Starcoder-15B Starcoder-168M MBPP 21.0 6.8 32.9 90 1.66x
Phi3-14B Phi3-4B HumanEval 52.1 34.0 65.3 95 1.41x
Phi3-14B Phi3-4B MBPP 52.2 34.3 65.8 94 1.37x
Phi3-14B Phi3-4B CNN-DM 52.4 34.6 66.0 93 1.39x
Phi3-14B Phi3-4B Alpaca 49.6 33.4 67.4 87 1.60x

Table 1: DSI Speedups over SI for various target/drafter pairs. We observe that DSI outperforms the
SI implementation consistently across all models and tasks. These results are based on simulations
with thread pools.

output is at most t1p(N − 1) + t2((1− p)(N − 1) + 1) time units, compared to the t2N time units
required if we were to compute f2 without speculative inference.

4 Experiments and Results
We conducted two sets of experiments to validate our theoretical results—that DSI outperforms
SI [Leviathan et al., 2023] and non-SI (Theorems 1 and 2)—in practical settings.

Experiments with LLMs. The first experiment (see Table 1) studies the latency values and accep-
tance rates of pairs of off-the-shelf target and drafter LLMs on various well-established datasets. All
the LLMs were downloaded from the Hugging Face Hub and used as-is. We evaluate our method on
four datasets including three tasks: text summarization using CNN Daily Mail [Hermann et al., 2015];
instruction-following using Alpaca [Taori et al., 2023a]; and code generation using MBPP [Austin
et al., 2021] and HumanEval [Chen et al., 2021]. For a complete description of the models, datasets
and examples of relevant prompts, please refer to Appendix C and Appendix B.

For each combination of dataset d and corresponding target/drafter model f , we estimate the average
latency of f in the following manner. First, we select 50 prompts from d uniformly at random, and
for each prompt, generate 20 tokens using f , measuring the latency for each token in milliseconds.
Following prior work, we distinguish between Time to First Token (TTFT) generation and Time Per
Output Token (TPOT) generation (of all subsequent 19 tokens). Since TTFT is usually significantly
longer than TPOT (which dominates the overall sequence generation time), all latency figures in Table
1 refer to TPOT, for brevity. Finally, we calculate the average TTFTs and TPOTs over all prompts per
model/dataset pair, to estimate the expected latency of a single forward pass. Thus, the TPOT latency
of the target LLM and the drafter LLM are shown in “Target Latency (ms)” and “Drafter Latency
(ms)”, respectively. We also report the ratio between the target and drafter latencies and present it in
percentages (“Drafter Latency (%)”).

In order to estimate the alignment level between each target and drafter pairs, we use the “Acceptance
Rate” (AR). To calculate the AR, we generate 256 tokens using the drafter given the same prompt
used by the target. For each prompt, we consider the lengths of the longest sequences of exact token
matches between the target and the drafter. Below is a simplified example where tokens are counted
as English words. If the target generates “We can only see a short distance ahead, but we can see plenty
there that needs to be done. [...]” and the drafter generates “We can only see a short distance ahead, we done.
[...]”, then the longest sequence of exact matches is 8 tokens long. The expected number of accepted
drafts is n̄ := 1

N

∑N
i ni where ni is the number of accepted draft tokens for the ith prompt. The AR
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Figure 1: Each heatmap (labeled “X/Y”) plots the ratio between the run time of algorithm X and the
run time of algorithm Y. See Appendix D for the detailed results. (a): SI is slower than non-speculative
inference (non-SI) when the drafter is either slow or inaccurate enough (pink marks slowdowns). DSI
is never slower than either SI or non-SI. (b, c, d): DSI is always faster than speculative inference (SI)
and non-speculative inference (non-SI) algorithms for various drafters. (d): DSI is up to 1.6x faster
than the baseline algorithm, where the baseline is the faster between SI and non-SI. These results are
based on simulations without thread pools.

is then calculated as acceptance_rate := 1− 1
1+n̄ . We estimate latency and AR on a single A100

80GB GPU.

This experiment suggests that off-the-shelf LLM “families” such as StarCoder [Li et al., 2023] or
Vicuna [Zheng et al., 2024] can form good pairs of target and drafter. Such families consists of LLM
versions of different sizes that were trained in similar ways and on similar datasets. We notice that
even relatively small drafters demonstrate good alignment with larger LLMs of the same family. For
example, Starcoder-168M (drafter) and Starcoder-15B (target) yield an AR of 93%.

Experiments with thread pools. To measure the speedup of DSI relatively to SI (Speedup DSI vs.
SI), we perform a simulation of generating 50 tokens using each target-drafter pairs on each dataset,
using the latency and acceptance rate values computed above. The simulation of each combination
above is run on multiple lookahead token values (namely 1, 5, and 10). For the DSI run, we perform
a grid search over the lookahead tokens, but also different parallel target counts (namely 1 and 7).
The DSI simulation involves opening a separate thread in parallel for each target, using python’s
thread-pool implementation. Overall, DSI outperforms SI consistently across all models and tasks.

Simulated SI without thread pools. Figure 1 presents the results of an experiment that simulates
SI across a wide range of configurations. The aim of this experiment is to estimate pairwise speedups:
DSI compared to SI, DSI compared to non-SI, and SI compared to non-SI. Since SI is slower
than non-SI in some configurations, we have included an additional comparison that shows DSI
speedups relative to the faster of the two algorithms—SI or non-SI—for any given configuration. This
experiment helps identify configurations where DSI achieves the highest speedup. It demonstrates
that, unlike SI, our method introduces no slowdown compared to non-SI and consistently accelerates
inference, provided there are enough processing units. Furthermore, we demonstrate that our method
remains useful in practical settings with a relatively small number of processing units.

In the experiment, the latency of DSI is computed using the formula from Lemma 1.
This means that the lookahead parameter is set to one and that we need a maximum of
ceil( target_latency

lookahead·drafter_latency ) = ceil( target_latency
drafter_latency ) target servers (i.e., processors that are ca-

pable of computing the target). Having two target servers, for example, means that we may start
computing the target on an input batch, even if the other instance of the target is not yet available.
In practice, if we can compute the target LLM on a single GPU, then two target servers are two
GPUs. If serving the target LLM takes two GPUs, then two target servers means we need four
GPUs. For every configuration, we consider the latency of SI with lookahead ∈ {1, 2, . . . , 200}
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that minimizes its latency for that configuration. The configurations considered are the cartesian
product of drafter latency (0.01, 0.02, . . . , 1), acceptance rate (0, 0.01, 0.02, . . . , 1), and lookahead
(1, 2, . . . , 200). For each combination of (drafter latency, acceptance rate, and lookahead ), we run
5 repeats of SI and average the results to estimate the expected latency of SI (the implementation
of SI is described in Appendix D). Then, for each combination of (drafter latency, acceptance rate),
we consider the minimal latency (letting SI select its optimal lookahead ). Since the lookahead
is a tunable parameter, our experiment assumes that it will be optimized by the user so that SI is
optimized. It is known (and trivial) that SI is highly sensitive to the choice of the lookahead . To cal-
culate the speedup of algorithm A over algorithm B per (drafter_latency, acceptance_rate),
we divide the latency of B by the latency of A. The speedups are not smooth for drafter latencies
< 20% due to the discretization of the lookahead parameter. If we fix the lookahead and decrease
the drafter latency to 0, the number of servers required by DSI grows to infinity. However, it is
possible to tune the lookahead hyperparameter to an arbitrary number (as we did). For example, for
lookahead = 5, the speedups are smooth for both algorithms (Figure 6).

As shown in Figure 1(a), to achieve a speedup with SI compared to non-SI, the acceptance rate of the
drafter must at least match the latency of the drafter model (the region above the pink region in the
figure). This means that the SI algorithm cannot speed up the inference if the acceptance rate of the
drafter is not sufficiently high for a given latency. Conversely, in Figure 1(b), we observe that DSI
consistently speeds up the inference time, regardless of the latency and acceptance rates of the drafter.
This provides our method with much greater flexibility and robustness. In Figure 1(c), we observe
that DSI is faster than non-SI for all the configurations for which non-SI is faster than SI. Finally, to
obtain a comprehensive view of the inference speedup achieved by DSI, in Figure 1(d), we compare
the performance of DSI with the minimal runtime of both SI and non-SI.

5 Discussion

In this work we studied how to reduce the run time of speculative inference algorithms by taking
advantage of multiple processing units (e.g., GPUs). We have shown that in contrast to their empirical
success, traditional SI algorithms can end up slowing the inference of LMs in various practical
settings. For instance, when the drafters are insufficiently accurate or the drafter is too slow. We
showed that by taking advantage of multiple GPUs, we can design a speculatively inference algorithm
that provably reduces the inference time of both non-SI and SI algorithms. Our simulations validate
our theory, indicating speedups for all possible configurations. For each configuration, the comparison
is between DSI and the faster alternative algorithm (SI or non-SI). In essence this work paves the way
to additional SI algorithms that can orchestrate multiple processing units at the same time.

Limitations. We introduce DSI and show that it is faster than SI and non-SI for all possible
configurations by theoretical analysis and experiments. Our first experiment measures the time that
it takes to compute LLMs. Then, the second experiment simulates DSI and SI. In the simulations,
we replace the calls to LLMs with a wait. These wait times in the simulations are the expected wait
times that we estimated in the first experiment. However, the simulations ignore latencies that exist in
practice, such as the communication between processors (CPU and GPUs). Hence, the key limitation
is that the algorithm is not yet implemented and tested over a physical computing node. Another
limitation of DSI is the maximal number of servers that DSI requires. For example, if the target LLM
fit a single GPU and the drafter latency is 14.29%, then DSI orchestrates a total of eight GPUs (seven
instances of the target and one for the drafter). For faster drafters, DSI requires additional target
servers. The exact number of servers is discussed in section 4. In our simulations with off-the-shelf
LLMs (Table 1), we only consider configurations that do not require more than seven target servers.
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A Proofs

Theorem 1. Under Assumptions 1, 2 and 3, Algorithm 1 returns the same output and runs at least as
fast as running the target model itself without speculative inference.

Proof. We begin by demonstrating the losslessness of the algorithm. We would like to prove that
when v = k, there is a thread CJk

, that is the only thread that is labeled as a verifier, and it correctly
computes the next token and that Jk = J ′ ⊕ (m) for some sequence J ′ = (j1, . . . , jk−1) of length
k − 1, where xj1,...,ji

i = xi for all i ∈ [k − 1]. We will prove this by induction on the value of v.
In addition, we note that if this pattern is appreciated by the algorithm, then it is clearly a lossless
algorithm.

Base case (v = 1): Initially, when v = 1, there is only one verifier, C(m), which runs the target
model fm. Thus, when it finishes, it will return the correct token, x1. Since the verifier is relabeled
only when the value of v changes (see lines 11-12), as long as v = 1, the only thread labeled as a
verifier is C(m).

Induction hypothesis: Assume that as long as v = k, there is only one thread CJk
labeled as a

verifier, which returns the correct token xk, and that Jk = J ′ ⊕ (m) for some J ′ = (j1, . . . , jk−1) of
length k − 1, where xj1,...,ji

i = xi for all i ∈ [k − 1].

Induction step: When v is updated from k to k + 1, this change only occurs when the condition in
line 7 is met. This condition indicates that the single verifier thread CJk

, which is of length |Jk| = k,
has finished computing its output token. By the induction hypothesis, this thread returns xk as its
output. Since fm is slower than all drafter models f1, . . . , fm−1, all threads CJ′⊕(i) have already
finished computing their outputs. Thus, when executing lines 8, 10, and 11, the only threads that
remain active are the descendants of CJ′⊕(j∗), and the only thread serving as a verifier is CJ′⊕(j∗,m).

Since xj1,...,ji
i = xi for all i ≤ k − 1 and x

j1,...,jk−1,j
∗

k = xk, then CJ′⊕(j∗,m) simply computes
the output of the target model fm on the correct sequence x≤0 ⊕ x1 ⊕ · · · ⊕ xk. Hence, it correctly
returns the (k + 1)th token xk+1, as desired.

Time: We notice that the algorithm terminates once it has computed the output of CJN
. By

Assumption 3, we have Twall [Algorithm 1] =
∑N

i=1 Twall [computing fji (x≤i)] and by Assump-
tion 2, we have Twall [computing fji (x≤i)] ≤ Twall [computing fm (x≤i)]. Together we obtain
Twall [Algorithm 1] ≤

∑N
i=1 Twall [computing fm (x≤i)] which is the amount of time that it takes

to compute the output tokens without speculative inference.

Proposition 1. Suppose we have a drafter model f1, a target model f2 and a prompt x≤0. Assume
that f1 requires t1 time units to compute each of its outputs, and f2 requires t2 time units, where
t2 > t1. Assume that given the prompt x≤i = x≤0 ⊕ x1 ⊕ · · · ⊕ xi, the probability that f1 returns
the (correct) token xi+1 is p. Then, the expected time it takes Algorithm 1 to calculate the correct
output is at most t1p(N − 1) + t2((1− p)(N − 1) + 1) time units, compared to the t2N time units
required if we were to compute f2 without speculative inference.

Proof. To understand how it works, let j1 ∈ {1, 2} be the smallest index such that xj1
1 = x1 and for

all i ∈ [N −1], we recursively define ji ∈ {1, 2} to be the smallest index such that xj1,...,ji
i = xi. We

also fix jN = 2. In addition, let i0 = 0 and ir be the rth index in [N ] such that jir = 2. We notice that
it takes t1(i1 − 1) + t2 time units to compute the value of xj1,...,ji1

i1
. This is because we first compute

x1
1, then x1,1

1 , continuing up to x1,...,1
i1−1 , and finally x1,...,1,2

i1
. Each of the first (i1 − 1) tokens takes t1

time units, while the final token takes t2 time units. After t1(i1 − 1) + t2 time units, we will have
computed x2

1, x1,2
2 , x1,1,2

3 , and so on, up to x1,...,1,2
i1

. Since f1 consistently generates accurate tokens
up to index i1 − 1, once we observe that x2

1 matches x1
1, we know that x1,2

2 = x2 and can then verify
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that x1,1
2 = x2 is also correct. Once we verify that x1,1

2 = x2, we can verify x1,1,2
2 and continue this

pattern to verify x1,1,1
2 , and so forth. We note that calculating all of these tokens up to the calculation

of x1,...,1,2
i1

take at most t1(i1 − 1) + t2 time units. Thus, we can verify that x1,...,1,2
i1

= xi1 with at
most t1(i1−1)+ t2 time units. By the same argument as above, it takes

∑
r(t1((ir− ir−1)−1)+ t2)

time units to compute the value of xj1,...,jN
N (and to verify its correctness). We notice that Q =∑

r(ir − ir−1 − 1) is the number of indices i ∈ [N − 1] such that ji = 1. Since E[Q] = p(N − 1),
we have E [

∑
r(t1((ir − ir−1)− 1) + t2)] = t1p(N − 1) + t2((1− p)(N − 1) + 1).

Theorem 2. Under Assumptions 1, 2 and 3, Algorithm 1 runs at least as fast as SI in expectation.

Proof Idea. Consider the SI algorithm with lookahead = k running on a drafter of latency c and a
target of latency 1. At time 0, SI starts generating drafts, by its definition. At time kc, SI completes
generating k draft tokens. SI completes verifying these drafts at time kc + 1. If all of the k drafts
are accepted, then we consider the (k + 1)th returned by the target as accepted, by the definition
of SI. Hence, SI starts generating the (k + 2)th token at time kc+ 1 and is guaranteed to complete
generating it at time 2 · (kc+ 1), by the definition of SI. Since accepting tokens may accelerate the
generation but cannot slow it down, the case of accepting all the first k tokens is the fastest. Hence, SI
could not start drafting the (k + 2)th token before time kc+ 1. It implies that SI could not complete
generating the (k + 2)th token before time 2 · (kc+ 1). Consider a DSI algorithm that runs on the
same pair of LLMs and uses lookahead = k as well. Let X1, X2, . . . , Xk be indicator variables
for the acceptances in the first speculative interaction of SI. That is, Xi = 1 ⇐⇒ the ith token
is accepted. For DSI, define a new sequence Y1, Y2, . . . , Yn such that Xi = Yi for all i. We saw
that in case of Ai = 1,∀i, SI generates the (k + 2)th token after 2 · (kc+ 1) time units. Unlike SI,
DSI immediately starts drafting the (k + 1)th token after completing generating the kth draft, by
the definition of DSI. Namely, DSI does not wait on the verifier. Hence, in that case, DSI generates
the first drafts at time kc, but it continues to generate the (k + 2)th draft and completes verifying
it at time 2 · (kc) + 1. If the (k + 1)th draft got accepted, then the second batch that was sent to
verification (at time ≤ 2 · (kc)) must include the sequence x≤0 ⊕ x1 ⊕ . . .⊕ xk+1. Therefore, DSI
generates the (k + 2)th token at time ≤ 2 · (kc) + 1. For any nontrivial choice of c and k, DSI is
faster. Otherwise, by the definition of DSI, it always has a non-SI privileged thread running. It is the
sequence of current verifiers. Hence, at time 0, DSI runs the target on the initial prompt and receives
back the first k tokens at times ≤ 1, 2, . . . , k respectively. Let n = min{i|Ai = 0}, the number of
accepted drafts (n ∈ {0, 1, . . . , k}). If k · c+1 > n, then the non-SI thread of DSI generates the first
n tokens before SI. In that case, DSI starts processing the (n+ 1)th token before SI does. Otherwise,
by the definition of DSI, both algorithms generate the first n+ 1 tokens at time k · c+ 1. The proof
follows by induction. □
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B Datasets and Prompts Details

We use standard datasets from Hugging Face and standard prompts from the state-of-the-art.

B.1 MBPP

MBPP dataset consists of crowd-sourced Python programming problems and is distributed under the
cc-by-4.0 License.

Concerning the prompt, we followed [Ben Allal et al., 2022, Fried et al., 2023] and included the
description of the programming task and a single test to verify solution, in order to help the model
catch the signature of the function (see Figure 2).

"""{text}
{test_list[0]}
"""

Figure 2: MBPP Prompt

B.2 HumanEval

HumanEval dataset includes programming problems and is distributed under the MIT License.

Prompt contains only prompt field from the dataset.

B.3 CNN-DM

CNN-DM contains news articles and is distributed under the Apache License 2.0.

We included the article field in the prompt as in Figure 3.

"""Summarize:
{article}
Summary:
"""

Figure 3: CNN-DM Prompt

B.4 Alpaca

Alpaca dataset contains instructions and demonstrations. It is distributed under the cc-by-nc-4.0
License.

We follow Taori et al. [2023b] to define the prompts. For samples with a non-empty input field, we
use the prompt as in Figure 4 while for samples with empty input field, we use the prompt as in
Figure 5.
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C Models

For all models, we retrieve model weights from Hugging Face. For clarity and reproducibility, we
provide the URLs for each model used:

• Vicuna-13B: https://huggingface.co/lmsys/vicuna-13b-v1.3, distributed under
Non-Commercial License.

• Vicuna-7B: https://huggingface.co/lmsys/vicuna-7b-v1.3, distributed under
Non-Commercial License.

• Vicuna-68M: https://huggingface.co/double7/vicuna-68m, distributed under the
Apache License 2.0.

• Starcoder-15B: https://huggingface.co/bigcode/starcoder, distributed under
the Responsible AI License.

• Starcoder-168M: https://huggingface.co/bigcode/tiny_starcoder_py, also
distributed under the Responsible AI License.

• Phi3-14B: https://huggingface.co/microsoft/Phi-3-medium-128k-instruct
distributed under the MIT license.

• Phi3-4B: https://huggingface.co/microsoft/Phi-3-mini-128k-instruct dis-
tributed under the MIT license.

D Experiments Results

D.1 SI Implementation

def s i ( t a r g e t _ l a t e n c y : f l o a t , d r a f t e r _ l a t e n c y : f l o a t , l o o k a h e a d : i n t , N: i n t ) −> f l o a t :
t o t a l _ c o s t : f l o a t = 0
t o t a l _ t o k s : i n t = 0
whi le t o t a l _ t o k s < N:

num_accepted : i n t = ge t_num_accep t ed ( )

"""Below is an instruction that describes a
task, paired with an input that provides
further context. Write a response that
appropriately completes the request.

### Instruction:
{instruction}

### Input:
{input}

### Response:
"""

Figure 4: Alpaca prompt for samples with a non-empty input field.
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t o t a l _ t o k s += num_accepted + 1
t o t a l _ c o s t += l o o k a h e a d * d r a f t e r _ l a t e n c y + t a r g e t _ l a t e n c y

re turn t o t a l _ c o s t

D.2 Speedups for lookahead = 5

"""Below is an instruction that describes a
task. Write a response that appropriately
completes the request.

### Instruction:
{instruction}

### Response:
"""

Figure 5: Alpaca prompt for samples with empty input field.
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(a) SI/non-SI (b) SI/DSI (c) non-SI/DSI

Figure 6: Each heatmap (labeled “X/Y”) plots the ratio between the run time of algorithm X and
the run time of algorithm Y. SI is run with lookahead = 5. (a): SI is slower than non-speculative
inference (non-SI) when the drafter is either slow or inaccurate enough (pink marks slowdowns). DSI
is never slower than either SI or non-SI. (b, c): DSI is always faster than speculative inference (SI)
and non-speculative inference (non-SI) algorithms for various drafters.
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