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Abstract

Multimodal large language models (MLLMs) have gained considerable atten-
tion due to their ability to integrate visual and textual information, enhancing
understanding and providing context for complex tasks. While Transformer-based
architectures have been the dominant framework for MLLMs, recent studies sug-
gest that state space models (SSMs) like Mamba can achieve competitive or even
superior performance. However, no prior research has investigated the potential
of SSMs to replace Transformers in multimodal tasks, which are inherently more
challenging due to the heterogeneity of visual and language data and the com-
plexities of aligning these modalities. In this paper, we introduce VL-Mamba, the
first study to explore the application of state space models in multimodal learning
tasks. VL-Mamba leverages a pretrained Mamba language model as its core, and
we propose a novel MultiModal Connector (MMC) that incorporates a Vision
Selective Scan (VSS) module to improve visual sequence modeling. We empir-
ically explore how to effectively apply the 2D vision selective scan mechanism
for multimodal learning and the combinations of different vision encoders and
variants of pretrained Mamba language models. Our experiments across multiple
multimodal benchmarks demonstrate that VL-Mamba achieves competitive perfor-
mance against small MLLMs of similar size, and in some cases, surpasses larger
models such as the 7B and 13B versions of LLaVA-1.5. These results suggest that
state space models have the potential to serve as an alternative to Transformers in
multimodal learning tasks.

1 Introduction

Multimodal large language models (MLLMs) have recently gained significant attention in the research
community, building on the advanced capabilities of large language models (LLMs) such as powerful
language expression and logical reasoning. By integrating both visual and textual information,
MLLMs enhance the understanding of visual content and provide a more comprehensive context
for language understanding and generation. These models have demonstrated significant potential
in addressing real-world visual problems, with applications spanning various fields of vision and
language, including image captioning (1; 2), referring expression comprehension (REC)(3; 4), and
visual question answering (VQA)(5; 6). Leveraging transformer-based architectures (7) and large-
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scale web-sourced datasets, MLLMs have become a cornerstone of modern artificial intelligence
research.

Although Transformer has become the mainstream framework of MLLM due to its effectiveness,
recent studies have shown that state space models (SSM) such as Mamba can achieve or even exceed
the performance of Transformer in some aspects, becoming an alternative possibility to replace
the transformer structure. Since the attention mechanism in the Transformer architecture requires
quadratic complexity calculation, which brings a huge computational burden, more studies have
extended Mamba from natural language processing (NLP) to other fields (8; 9; 10). For example,
in the field of computer vision, Vision Mamba (Vim) (11) integrates Mamba into the Vision Trans-
former (ViT) framework, using bidirectional SSM for data-dependent global visual context modeling
and position encoding, enabling position-aware visual understanding. VMamba (12) introduced a
cross-scanning mechanism to connect one-dimensional array scanning with two-dimensional plain
traversing. In the biomedical image segmentation task, U-Mamba (13) introduced a hybrid CNN-SSM
architecture capable of capturing both fine local details and long-range dependencies within images.

Though these works have achieved remarkable results in vision tasks, however, to the best of our
knowledge, no research has explored whether state-space models (SSMs) such as Mamba can be
used as an alternative to Transformer for multimodal tasks. Multimodal tasks are more challenging
than unimodal tasks, mainly due to the heterogeneity of information in different modalities and
the complexity of alignment. Modalities such as vision and language have completely different
characteristics: visual data is continuous and spatially correlated, while language data is discrete and
symbolic. To effectively fuse the information of these two modalities, the model needs to be able to
handle the huge differences between them.

In this paper, we present VL-Mamba, the first study to explore the use of multiple state space models
for multimodal learning tasks. To be specific, as illustrated in Fig. 1, we leverage the pre-trained
Mamba language model as our backbone language model instead of conventional Transformer-based
language models such as LLama (14) or Vicuna (15). Furthermore, we empirically explore the way
to apply 2D vision selective scan mechanisms for VL-Mamba and introduce a novel MultiModal
Connector (MMC) architecture, comprising a Vision Selective Scan (VSS) module and two linear
layers, tailored to enrich the 2D-causal modeling of visual sequences. For the VSS module, we
explore two distinct scan mechanisms: the Bidirectional-Scan Mechanism (BSM) and the Cross-Scan
Mechanism (CSM). The BSM conducts scans of visual sequences in both forward and backward
directions, while the CSM extends scanning capability to four directions. In addition, we study
the combinations of different vision encoders, variants of pretrained Mambe language models, and
multimodal connectors to find the effect of different components for VL-Mamba.

Extensive experiments are conducted on various multimodal learning benchmarks to verify the
effectiveness of VL-Mamba. Our model achieves competitive performance with other small MLLMs
of similar size and even outperforms large MLLMs (e.g., 7B and 13B versions of LLaVA-1.5 (16))
on some popular benchmarks.

The contributions of this study are summarized as follows:

• We propose VL-Mamba, the first work to explore and apply state space models to multimodal
learning tasks, offering a novel alternative framework for multimodal large language models
beyond Transformer-based architectures.

• We empirically investigate the impact of various components within VL-Mamba and intro-
duce a novel MultiModal Connector, which includes a Vision Selective Scan (VSS) module,
enhancing the model’s representational capacity.

• We conduct extensive experiments on a wide range of multimodal learning benchmarks,
demonstrating that VL-Mamba achieves competitive performance compared to existing
multimodal large language models.

2 Related Work

2.1 Multimodal Large Language Model

With the development of the powerful Large Language Models (LLMs) (14; 17; 18), many stud-
ies (19; 20; 21; 22; 23; 24; 25) extend LLMs to multimodal domains by combining visual input with
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LLM to build the multimodal large language model (MLLM). Flamingo (26) freezes pre-trained
visual encoders and large language models and fuses visual and language modalities with gated
cross-attention, demonstrating excellent few-shot learning performance. BLIP (27) uses a dataset
bootstrapped from large-scale noisy image-text pairs to pre-train a multi-modal mixture of encoder-
decoder models by injecting different synthetic captions and removing noisy captions. Based on
this, BLIP-2 (28) uses Querying Transformer (Q-Former) to bridge the modal gap. InstructBLIP (29)
further proposes an instruction-aware visual feature extraction mechanism that can flexibly and
effectively extract visual information features according to the given instructions. LLaVA (16; 30)
leverages advanced LLMs (i.e. LLaMA (14) and Vicuna (15)) as the language model and CLIP (31)
as the visual encoder, it transforms visual tokens into language tokens with a simple MLP layer.
MiniGPT-4 (32) directly aligns visual information with the language model to accomplish diverse
vision-language tasks without using external vision models. Usually, the training of MLLMs contains
two stages, of which the first stage is to pretrain the model on a large collection of image-text pairs to
acquire the alignment of vision-language knowledge, and the second stage is to finetune the model
with a smaller but high-quality multimodal instruction tuning dataset with a designed conversational
template. These MLLM works have greatly advanced research in the fields of computer vision
and natural language processing. However, since the main framework of these models relies on
Transformers, the attention mechanism in Transformers inherently has high computational complexity
in inference for long sequences. In this paper, we propose the VL-Mamba, which is based on the
state space model. To be specific, we utilize pretrained Mamba (33) language model as our backbone
language model, rather than Transformer-based LLMs such as LLama (14) or Vicuna (15). Instead
of directly using a simple MLP layer, we propose a MultiModel Connector (MMC) that contains
a Vision Selective Scan (VSS) module and two linear layers. Moreover, we empirically explore
the effective application of 2D selective scan mechanism in the multimodal VL-Mamba and the
combination of different vision encoders and variants of Mamba language models.

2.2 State Space Models

Modern state space models (SSMs) are derived from the classical state space model (34) and have
become an efficient building block for constructing deep networks, thereby achieving cutting-edge
performance in analyzing continuous long-sequence data. They particularly excel at capturing
long-range dependencies (LRDs) and leveraging parallel training methods to increase efficiency.
Initiated by a HiPPO matrix (35), Linear State Space Layer (LSSL) (36) combines the advantages of
continuous-time models (CTMs), RNNs, and CNNs, which demonstrates the potential of deep SSMs
to solve long-range dependencies. However, the practical feasibility of LSSL is hampered by the
large computational and memory requirements imposed by the state representation. Subsequently, the
Structured State Space (S4) (37) addresses the main computational bottleneck in prior research. This
is achieved through novel parameterizations catering to continuous-time, recurrent, and convolutional
views of the state space model, thereby effectively modeling long-range dependencies. S4 has
subsequently seen some variants (38; 39; 40), such as the Diagonal State Space (DSS) model (39),
which forces the state matrix to be a diagonal matrix, making it easier to formulate, implement, and
analyze, and can be proven to be as expressive as a general state space, while S4D (40) provides a new
mathematical analysis for DSS initialization, making it simpler and more efficient. A recent work,
named Mamba (33), further improves S4 with a selection mechanism that incorporates time-varying
parameters into SSM, allowing the model to select relevant information in an input-dependent manner.
It proposes a hardware-aware algorithm to achieve efficient training and inference. Mamba’s superior
scaling performance shows that it is a promising alternative to the Transformer in long-sequence
modeling. Many works extend Mamba from Natural Language Processing (NLP) to other fields (8;
9; 10). Vision Mamba (Vim) (11) applies Mamba to the Vision Transfomer (ViT) architecture,
and combines bidirectional SSM for data-dependent global visual context modeling and position
embedding for location-aware visual understanding. Visual State Space Model (VMamba) (12)
designs a cross-scan mechanism to bridge the gap between 1-D array scanning and 2-D plain
traversing. U-Mamba (13) proposes a hybrid CNN-SSM architecture to capture both localized fine-
grained features and long-range dependencies in images, to solve the biomedical image segmentation
task. In this work, we explore how to transfer the success of Mamba to solve the more challenging
multimodal learning tasks, which often require modeling of both vision and language modalities and
complex reasoning.
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Vision Encoder

Mamba Large Language Model

What might have happened recently with the
cake?

Recently, someone must have taken a slice out of the cake. In the image, the cake is sitting on a cake plate on
a dining table, and a piece is clearly missing. This indicates that the cake has been served, and someone has
enjoyed a portion of it. Additionally, there is a vase with flowers and a potted plant nearby, suggesting that
the scene might be part of a larger celebration or gathering, where guests indulge in some delicious cake.

Word Embedding LayerMultiModal Connector

Figure 1: The architecture of VL-Mamba. It contains a vision encoder, a multimodal connector
(MMC), and a language model. We utilize the pre-trained Mamba Large Language Model (Mamba
LLM) as its language model, and the pre-trained Vision Transformer model as its vision encoder.

3 Method

In this section, we first introduce the preliminary concepts of state space models. Then, we describe
the details of our proposed VL-Mamba, which mainly includes the Vision Encoder, MultiModal
Connector, and the Mamba LLM.

3.1 Preliminaries

State space models (SSMs) (33) are commonly considered linear time-invariant systems that map
stimulation x(t) ∈ RL to response y(t) ∈ RM through a hidden state h(t) ∈ RN . Mathematically,
these models are typically formulated as linear ordinary differential equations (ODEs), where the
parameters include A ∈ CN×N , B ∈ CN for a state size N , and the skip connection D ∈ C1. The
system dynamics and output equations are given by:

h′(t) = Ah(t) +Bx(t),

y(t) = Ch(t) +Dh(t).
(1)

Subsequently, the process of discretization is commonly employed to incorporate Eq. 1 practical
deep learning algorithms. In this context, ∆ represents the timescale parameter that is used to convert
the continuous parameters A,B into discrete parameters, Ā, B̄. The zero-order hold (ZOH) method
is commonly utilized for this discretization, and it is described as follows:

A = exp (∆A),

B = (∆A)−1(exp (∆A)− I) ·∆B.
(2)

Once discretized, Eq. 2 can be reformulated with the step size ∆ as:

ht = Ahk−1 +Bxk,

yt = Chk +Dxk.
(3)

Nevertheless, the formulation in 3 is predicated on a Linear Time Invariance (LTI) system where
parameters are invariant despite changes in the input. To address this constraint, the recent work
Mamba (33) explored integrating a selective scan technique, in which the matrices B, C, and ∆ are
derived from the input data. This change equipped Mamba with the ability to dynamically focus on
information from the input sequence, which increased the model’s capability.
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Vision Selective Scan (VSS) 
Module

MLP

Linear Layer

Linear Layer

(a) (b) (c)

Vision Selective Scan (VSS) 
Module

Figure 2: Three architectures of MultiModal Connector: (a) MLP; (b) VSS-MLP; (c) VSS-L2.
Bidirectional-Scan Mechanism (BSM)

Cross-Scan Mechanism (CSM)

+

+ + +

Figure 3: Illustration of two different Vision Selective Scan (VSS) Mechanisms: Bidirectional-Scan
Mechanism (BSM) (top) and Cross-Scan Mechanism (CSM) (bottom).

3.2 Architecture

As shown in Fig. 1, the architecture of VL-Mamba consists of a pretrained vision encoder, a randomly
initialized MultiModal Connector (MMC) which incorporates the 2D vision selective scan mechanism,
and a pretrained Mamba Large Language Model (Mamba LLM). Taking an image as input, we first
obtain visual features through the visual encoder, then feed the visual sequences into MMC, and
then this output vector combined with a tokenized text query is fed into Mamba LLM to generate the
corresponding response.
Vision Encoder The vision encoder of VL-Mamba uses the Vision Transformer (ViT) (41) archi-
tecture that generates a sequence of patch features from raw images. The vision encoder fV , takes an
image I as input and produces a sequence of the visual patch features Vimg , as follows:

Vimg = fV (I). (4)

MultiModal Connector (MMC) Since the state space models are designed to process 1D sequential
data such as language sequences that have causal relationships, but the visual sequences generated by
the vision encoder are non-causal data, 2D vision selective scan mechanisms are proposed to solve
computer vision tasks. In this work, we try to apply the 2D vision selective scan mechanisms for
multimodal learning by ensembling them in the multimodal connector of VL-Mamba. Specifically,
we explore three variants of multimodal connectors:

• MLP: a two-layer Multi-Layer Perceptron (MLP), which is depicted in Fig. 2(a).

• VSS-MLP: a Vision Selective Scan (VSS) module combined with an MLP. The architecture
is shown in Fig. 2(b).

• VSS-L2: a VSS module combined with two linear layers, which is depicted in Fig. 2(c).

The VSS module aims to bridge the gap between the 1D sequential processing capabilities inherent
in the SSM and the 2D non-causal visual information. Specifically, the VSS module consists of a
2D vision scan mechanism and one mamba layer. In this work, we utilize two 2D scan mechanisms:
Bidirectional-Scan Mechanism and Cross-Scan Mechanism, as follows:
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• Bidirectional-Scan Mechanism (BSM) scans the image patch features in both forward
and backward directions, which aims to capture a broader context without increasing
computational complexity, as illustrated in the top of Fig. 3.

• Cross-Scan Mechanism (CSM) unfolds image patch features into sequences along rows
and columns and scans them in four directions (diagonally across the image), as shown in
the bottom of Fig. 3.

After the scan process, these sequences are passed through the mamba layer and reshaped back
into the original image patch order, and all such features are merged to form a comprehensive
representation.

As shown in Fig. 2(b), the input of the multimodal connector is the sequential image patch features
Vimg extracted from the input images via the transformer-based vision encoder. These feature vectors
are then passed through a Vision Selective Scan (VSS) module to obtain the visual scanned feature
Vscan. After the VSS module, the output vectors Vscan are combined with the original image patch
features Vimg through a skip connection. The combined vector is then passed into a norm layer and a
two-layer Mult-Layer (MLP):

Vscan = VSS(Vimg),

Vout = MLP(Norm(Vscan + Vimg)).
(5)

And for the variant MMC in Fig. 2(c), the feed-forward pass progress can be formulated as follows:

V
′

img = Linear(Vimg),

Vscan = VSS(GELU(V
′

img)),

Vout = Linear(Norm(Vscan + V
′

img)).

(6)

Mamba LLM We use the pre-trained Mamba Large Language Model (Mamba LLM) (33) fL as
our language model. Given a natural language query Q, we utilize the tokenizer and embedding
module fT to map the text input into the embedding space. Then the visual vector Vout and textual T
are concatenated and put into the MambaLLM to obtain the response R.

R = fL(Vout, fT (Q)). (7)

4 Experiment
4.1 Settings

Implementation details Following (16; 30), the training process contains two stages: vision-and-
language alignment pre-training and multimodal instruction tuning. During the pretraining stage, we
freeze the vision encoder and Mamba LLM and only keep the multimodal connector updated. The
training data is the same as LLaVA. Then we finetune both the multimodal connector and the Mamba
LLM in the instruction tuning stage. Our model is trained on 8 NVIDIA Tesla A800 GPUs.

Benchmarks We evaluate our model across a variety of benchmarks, including VQA-v2 (42),
GQA (43), ScienceQA-IMG (44), TextVQA (45), POPE (46), MME (47), MMBench (48), MM-
Vet (49), MMMU (50), and SEED (51).

4.2 Quantitative Evaluation

As is shown in Table 1, we compare our proposed model VL-Mamba with some SoTA multimodal
large language models. Compared with the MobileVLM-3B (24) model with similar scale parameters
and the same amount of multimodal training data, our model surpasses the performance on SQAI

(65.4 v.s. 61.2), VQAT (48.9 v.s. 47.5), and MME (1369.6 v.s. 1288.9), though the Mamba LLM
uses much less pretrained tokens (627B) than the backbone MobileLLaMA (1.3T) of MobileVLM.
Compared with the LLaVA-Phi (56) model with a SoTA language model Phi-2-2.7B with 1.4T
pretrained tokens, our performance shows superior on VQA-v2 (76.6 v.s. 71.4), MME (1369 v.s.
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Table 1: Comparison with SoTA methods. Benchmark names are abbreviated due to space limits.
PT and IT indicate the number of samples in the pretraining and instruction tuning stages, respectively.

Method LLM PT IT VQAv2 GQA SQAI VQAT POPE MME MMB MM-Vet MMMU SEED
MiniGPT-4 (32) Vicuna-7B 5M 5K - 32.2 - - - 581.7 23.0 - - -
BLIP-2 (28) Vicuna-13B 129M - 41.0 41.0 61.0 42.5 85.3 1293.8 - 22.4 - 46.4
InstructBLIP (29) Vicuna-13B 129M 1.2M - 49.5 63.1 50.7 78.9 1212.8 - 25.6 - -
Shikra (52) Vicuna-13B 600K 5.5M 77.4 - - - - - 58.8 - - -
Otter (53) LLaMA-7B - - - - - - - 1292.3 48.3 24.6 29.1 -
mPLUG-Owl (23) LLaMA-7B 2.1M 102K - - - - - 967.3 49.4 - - -
IDEFICS-80B (54) LLaMA-65B 353M 1M 60.0 45.2 - 30.9 - - 54.5 - - -
Qwen-VL (55) Qwen-7B 1.4B 50M 78.8 59.3 67.1 63.8 - - 38.2 - - -
Qwen-VL-Chat (55) Qwen-7B 1.4B 50M 78.2 57.5 68.2 61.5 - 1487.5 60.6 - 32.9 58.2
LLaVA-1.5 (30) Vicuna-7B 558K 665K 78.5 62.0 66.8 58.2 85.9 1510.7 64.3 30.5 - -
LLaVA-1.5 (30) Vicuna-13B 558K 665K 80.0 63.3 71.6 61.3 85.9 1531.3 67.7 35.4 - 68.2

MobileVLM-3B (24) MobileLLaMA-2.7B 558K 665K - 59.0 61.2 47.5 84.9 1288.9 59.6 - - -
LLaVA-Phi (56) Phi-2-2.7B 558K 665K 71.4 - 68.4 48.6 85.0 1335.1 59.8 28.9 - -
TinyGPT-V (57) Phi-2-2.7B - - 38.9 - - - - - - - - -
VL-Mamba (Ours) Mamba LLM-2.8B 558K 665K 76.6 56.2 65.4 48.9 84.4 1369.6 57.0 32.6 30.6 60.5

1335.1), and MM-Vet (32.6 v.s. 28.9). It is worth noting that though our proposed model has fewer
parameters and limited training data, it also achieves comparable performance compared with some
models with a larger number of parameters. Its performance on the POPE benchmark is similar to
LLaVA-1.5 (16), where the LLM parameters are 13B, which is approximately 4.6 times larger than
the Mamba LLM. Although the results are not groundbreaking, the primary goal of this work is to
explore the potential of SSMs as an alternative to Transformers in multimodal learning tasks. The
comparable performance we observed indicates that SSMs can effectively handle the challenges
posed by multimodal data, suggesting that further exploration into optimizing and adapting SSMs for
such tasks could yield promising outcomes.

4.3 Qualitative Result

We present some examples to see the qualitative results of the VL-Mamba. As shown in Fig. 4, the
VL-Mamba could well understand the user’s question and respond accurately.

User

VL-Mamba

Do you know who drew this painting?

Yes, the Mona Lisa is a famous painting by Leonardo da Vinci.

User

VL-Mamba

Please introduce the painter.

Leonardo da Vinci was an Italian polymath, painter, sculptor, architect, musician, mathematician,
engineer, inventor, anatomist, and writer. He was born in Vinci, Italy, and lived from 1452 to 1519. He
was a contemporary of Michelangelo and Raphael, and his works are considered some of the most
famous and influential in history. Da Vinci's paintings, such as the Mona Lisa, are admired for their
realistic depiction of human anatomy and the use of sfumato, a technique that creates a sense of depth
and movement in the painting. Da Vinci's work has had a lasting impact on art and culture, and his
influence can be seen in many artistic movements and styles throughout history.

User

VL-Mamba

What are the things I should be cautious about when I visit here?

When visiting this lake, you should be cautious about the water conditions and the
surrounding environment. In the image, the lake is calm and has a pier, which can be
a good spot for boating or fishing. However, it's importanto be aware of the water
depth, currents, and any potential hazards such as submerged rocks, debris, or
aquatic life. Additionally, you should be mindful of the weather conditions, as the
lake may be affected by sudden changes in weather, which could affect the water
level, visibility, or water quality. It's also important to follow any local regulations or
guidelines regarding boating, fishing, or other water activities to ensure a safe and
enjoyable experience.

Figure 4: Examples of response generated by VL-Mamba.

4.4 Ablation Study and Discussions

The Effect of Variants of Language Model Table 2 shows the ablation experiment of evaluating
the effectiveness of different variants of the language model. We conduct experiments on three
different variants, Mamba-1.4B which has 1.4B parameters and is trained on Pile (58) with 300B
tokens, Mamba-2.8B-Pile with 2.8B parameters and trained on Pile 300B tokens and Mamba-2.8B-
Slimpj trained on SlimPajama with 627B tokens. Specifically, we construct the baseline models by
using the same variant CLIP-ViT as the vision encoder, Mamba language models as backbone large
language models, and vanilla MLP MultiModal Connectors without 2D vision selective scan modules.
We can see with the increase of model scale and training tokens, Mamba-2.8B-Slimpj outperforms the
other two variants on all benchmarks. Thus, we choose Mamba-2.8B-Slimpj for other experiments.

The Effect of Different Vision Encoders To evaluate the effectiveness of different vision encoders,
we conduct an ablation study which is shown in Table 3. We study two different vision encoders,
CLIP-ViT-L (31) and SigLIP-SO (59). The baseline models utilize Mamba-2.8B-Slimpj as LLM
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Table 2: Ablation study of the variants of the language model.
Method VQAv2 GQA SQAI VQAT POPE MME MMB MM-Vet

Mamba-1.4B 71.7 49.9 56.1 42.6 84.5 1277.7 46.9 24.0
Mamba-2.8B-Pile 73.6 53.0 60.8 42.7 84.7 1321.3 52.1 28.5
Mamba-2.8B-Slimpj 74.5 54.4 63.4 44.6 84.9 1381.8 55.8 30.6

and vanilla MLP multimodal connectors. We can see that the CLIP-based model falls behind the
SigLIP-based model in most benchmarks except the MME benchmark, where the CLIP-based model
surpasses the SigLIP-based model by a large margin. Considering the comprehensive performance,
we choose SigLIP-SO as the vision encoder to build the final VL-Mamba.

Table 3: Ablation study of the vision encoder.
Method VQAv2 GQA SQAI VQAT POPE MME MMB MM-Vet

CLIP-ViT-L (31) 74.5 54.4 63.4 44.6 84.9 1381.8 55.8 30.6
SigLIP-SO (59) 76.7 55.4 66.3 47.5 85.2 1349.4 56.4 30.9

Ablation on Different MMC Architectures We also explore the impact of different architectures
of Multimodal Connector (MMC). We evaluate three different MMC variants: MLP, VSS-MLP,
and VSS-L2. As shown in Table 4, by comparing the three architectures, we observe that VSS-L2
shows relatively better performance on most benchmarks, especially on the VQAT, MME, MMB,
and MM-Vet. The scores are 48.9, 1369.6, and 32.6 respectively, which proves the effectiveness of
the VSS module combined with linear layers. Note that these models utilize SigLIP-SO as the vision
encoder, Mamba-2.8B-Slimpj as the language model and Bi-directional selective scan mechanism.

Table 4: Ablation study of the different architectures of MMC.

Method VQAv2 GQA SQAI VQAT POPE MME MMB MM-Vet

MLP 76.7 55.4 66.3 47.5 85.2 1349.4 56.4 30.9
VSS-MLP 76.7 54.9 65.4 45.6 85.3 1335.8 56.4 30.6
VSS-L2 76.6 56.2 65.4 48.9 84.4 1369.6 57.0 32.6

Ablation on Different Scan Mechanisms We compare two scan mechanisms Bidirectional-Scan
Mechanism (BSM) and Cross-Scan Mechanism (CSM) in the MMC module. As shown in Table 5,
although BSM and CSM perform similarly in some benchmarks, such as they all score 76.6 in the
VQAv2, BSM exhibits superior performance in most benchmarks. Especially on the MMB benchmark,
BSM scored 1369.6, 5.6 points higher than CSM, highlighting its strength in processing 2D vision
information for multimodal learning tasks. Although CSM has two more scan directions than BSM,
the results are similar, and the performance of BSM outperforms CSM on some benchmarks (POPE
5.6↑, MM-Vet 1.5↑). This may be because bidirectional scan methods have already acquired sufficient
visual information. Blindly increasing the scan direction will not significantly improve performance,
but will cause the potential impact of information redundancy.

Table 5: Ablation study of the scan mechanisms.
Method VQAv2 GQA SQAI VQAT POPE MME MMB MM-Vet

Bidirectional-Scan Mechanism (BSM) 76.6 56.2 65.4 48.9 84.4 1369.6 57.0 32.6
Cross-Scan Mechanism (CSM) 76.6 55.8 64.2 48.8 85.0 1364.0 56.3 31.1

5 Limitation

One limitation of our approach is that, compared to transformer-based multimodal models, our
VL-Mamba requires more computational resources and has longer training times. In future work,
we plan to explore a hybrid Transformer-Mamba architecture, which we believe could leverage the
strengths of both models to improve efficiency and maintain competitive performance.

6 Conclusion

In this paper, we present VL-Mamba, the first study to investigate the use of the Mamba state space
model for addressing multimodal learning tasks. The VL-Mamba consists of a language model,
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a vision encoder, and a multimodal connector. To be specific, we utilize the pre-trained Mamba
Large Language Model (Mamba LLM) as the language model. Then, we study three architectures
of MultiModal Connector (MMC) and introduce a Vision Selective Scan (VSS) module in MMC
to bridge the gap between 2D non-causal image information and the inherent causal modeling
capabilities of state space models (SSMs). In the VSS module, we propose two 2D scan mechanisms:
the Bidirectional Scanning Mechanism (BSM) and Cross Scanning Mechanism (CSM). We conduct
extensive experiments on eight multimodal benchmarks and achieve comparable performance with
some SoTA MLLMs, and we also conduct ablation studies to evaluate the effectiveness of language
variants, different vision encoders, different MMC architectures, and different scan mechanisms. The
results demonstrate the effectiveness of our proposed model and prove the potential of the SSMs
applied to multimodal learning.
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