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Abstract

Lightweight language models, such as 7inyBERT 14.5M, have emerged as a critical
area of research because of their implementation on resource-constrained hardware.
These transformer models include significantly smaller parameter size, reduced
memory and computational requirements. These features make such models highly
suitable for deployment on small devices. We explore the concept of parameter
sharing between the key and query weight matrices of a transformer model. The
full query-key sharing which has already been proposed in the literature intro-
duces a fully-quadratic attention matrix, oversimplifies directional dependencies
and degrades pre-training loss. In contrast, partial parameter sharing balances
complexity reduction and performance retention. Partial parameter sharing effec-
tively addresses over-fitting while maintaining strong performance even with a
high degree of shared parameters up to 95%. This provides a promising strategy
for enhancing language models, specifically targeting small models.

1 Introduction

In recent years, lightweight language models, such as TinyBERT, have emerged as a critical area of
research due to their efficiency in resource-constrained environments [Lan et al., 2019} Jiao et al.|
2019, [Radford et al., 2019, [Sun et al., [2020, |Clark et al., 2020} Iandola et al., [2020, [Raffel et al.,
2019]. While large language models (LLMs) have achieved remarkable success in various natural
language processing (NLP) tasks, their substantial memory and computational requirements pose
challenges for deployment on small devices. In contrast, lightweight models significantly reduce
memory usage and computational demands, making them ideal for applications on mobile and edge
devices. Furthermore, these models demonstrate greater robustness when trained on limited data,
mitigating overfitting issues that often arise with larger models.

At the core of modern language models is the Transformer architecture, which utilizes the attention
mechanism to capture dependencies between tokens by focusing on different parts of the input
sequence [Vaswani et al., [2017]]. Importantly, compared to traditional recurrent neural networks
(RNNs), which process tokens sequentially, lightweight language models based on Transformers can
leverage parallel processing on small devices. This parallelism enables more efficient computation,
drastically reducing inference time, and making Transformer-based models far more suitable than
RNNSs for real-time applications on resource-constrained hardware.

A promising method to further improve lightweight models is through parameter sharing between
the query and key components of the attention mechanism. Transformer variants such as Reformer
[Kitaev et al., [2020]] and hyper-attention [Han et al., 2023]] have explored full parameter sharing,
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showing that it can reduce memory usage without significant performance degradation. This suggests
maintaining distinct weight matrices for query and key contributes to over-parameterization, while
sharing these parameters leads to more efficient models by reducing the parameter count without
compromising performance-crucial for small devices. Furthermore, this approach helps mitigate the
risk of overfitting, particularly while training on limited data.

Despite the advantages of full parameter sharing, it is important to consider the role of distinct query
and key vectors in creating an asymmetric attention matrix. The fully-shared key and query imposes
AT = A where A = QK. Here we explore to what extent the query and key can be treated as
different matrices while retaining the quality of the generated sentence.

Full parameter sharing between query and key does not fully capture the complexity of natural
language, where word order is crucial. For example, the phrase “neural network™ has a coherent
meaning, but reversing the order to “network neural” disrupts this meaning entirely. The asymmetry
introduced by distinct query and key vectors is essential for capturing directional dependencies in
natural language, which is why reducing this asymmetry may have performance implications.

We investigate the impact of query-key parameter sharing within the attention mechanism, specifically
focusing on lightweight language models. We hypothesize that partial parameter sharing reduces
the complexity of the model, while maintaining the benefits of an asymmetric attention matrix. We
found that partial parameter sharing not only addresses overfitting, but also preserves pre-training
and validation loss.

Through this exploration of parameter sharing, we highlight lightweight Transformer models for
deployment in resource-constrained environments. By balancing complexity reduction without
compromising performance, this study provides insight into designing more efficient models capable
of capturing token dependencies in natural language.

2 Methodology

To investigate the effects of parameter sharing between the query and key vectors, we introduce a
method that constructs a weight matrix for a shared component. Let

Wo =W Wg (1)

Wk =W Wg/| (2)
Q=XW, = [XW XWg/]
K=XWyg=[XW XWg]

QK' =X (WW' + Wo W5, )X (3)

The shared weight matrix W is integrated with separate weight matrices for the distinct components
of the query and key (i.e., W¢ and W in (I), (2), hence leading to partial parameter sharing.
The resulting vectors are then concatenated, enabling the model to exploit shared information while
preserving unique features for each vector. Furthermore, by reducing the dimensionality of the query
and the key weight parameters, this method simplifies the model architecture, achieving greater
efficiency without compromising the performance (see Figure . Note that WW T + W W, in
(3) can be interpreted as a low-rank approximation WQ/WIT(, applied to a low-rank query and key
matrix with total sharing WW T . Previous studies have demonstrated the effectiveness of LoRA in
preserving model performance while significantly reducing computational costs, particularly during
different stages of fine-tuning (see, for example, [Hu et al.| 2021, |Wang et al., 2024, |Xu et al.| [2023],
Zeng and Leel 2023])).

We implemented this method in two popular toy experimental settings, specifically, Tiny Shakespeare
[Karpathyl |2015]] and the Oxford American Essays dataset [Doshi, 2022]. Both datasets, composed of
character-level text data, were divided into training and validation sets with a 90/10 split, with 10%
of the data used for validation. Each character in the text was tokenized as an integer that represents
its unique occurrence in the dataset. The model processes sequences of these tokens, predicting the
next character in the sequence, with the input data offset by one character.

Our model utilizes a multihead attention mechanism with 6 attention heads and 6 Transformer layers,
each comprising an attention block followed by a feedforward neural network (FNN). The embedding
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Figure 1: The concept of partial-sharing between the query and key. The radial blue area represents
the submatrix where the query and key share the same values for each token.

dimensionality is set to 384 to balance model capacity and computational efficiency. We pre-trained
the model with a batch size of 64 and a sequence length (block size) of 256 characters, which allowed
the model to capture long-range dependencies while managing computational load. The learning
rate was set to 3 x 1074, chosen to ensure stable convergence during pre-training. A dropout rate
of 20% was applied within the FNN layers to mitigate overfitting. Training was carried out over
5K iterations, with the cross-entropy objective function evaluated every 50 iterations. The model’s
performance on both the training and validation sets was regularly evaluated by averaging the loss
over 200 batches, providing a robust measure of generalization.

The implementation was straightforward, requiring only minor modifications to the existing attention
mechanism and FNN in Transformer models, specifically based on the nanoGPT model and code
from Andrej Karpathy 2023]. These modifications allowed us to assess the benefits of
shared parameters in a controlled, reproducible environment, offering valuable insights into the
trade-offs between model complexity and performance.

3 Experiments

In our experiments, we analyzed the impact of varying the degree of parameter sharing between the
query and the key on the model performance. We evaluated our models on the Tiny Shakespeare
and Oxford American Essays datasets, focusing on the cross-entropy loss during both training and
validation.

3.1 Impact of Full Parameter Sharing

As depicted in Figures [2] and 3] fully sharing the query and key vectors consistently resulted in
a higher cross-entropy loss during both training and validation compared to other configurations
— this degradation is particularly evident in the pretraining loss. This performance degradation
can be attributed to the enforced symmetry in the attention score matrix, which oversimplifies the
attention mechanism. In natural language processing, directional relationships between tokens are
crucial; when these relationships are treated symmetrically, as in the case of fully shared query and
key vectors, the model loses the ability to capture important linguistic nuances, leading to reduced
effectiveness.



3.2 Partial Sharing

Interestingly, models with partial sharing of query and key parameters performed similarly to models
in which the query and key were kept entirely separate. Furthermore, we pushed the proportion of
sharing close to 1, with proportions such as 90% and 95%, and found that the performance remained
comparable to the original setting with fully separate query and key vectors. This was consistent
between training and validation, as shown in Figures[2]and 3]

Moreover, we observed that overfitting effects after a certain number of AdamW iterations, specifically
between 3.5K and 4K iterations. This suggests that partial sharing of the query and key vectors is,
in fact, beneficial, as it can help mitigate overfitting by reducing the model’s complexity while still
maintaining a strong performance.

The results suggest that partial sharing strikes an effective balance: it reduces the model complexity
while preserving the ability to capture the directional dependency structure inherent in the data. This
balance is maintained even when the shared proportion is high, demonstrating that partial sharing
does not significantly sacrifice performance, even when pushed close to complete sharing.
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Figure 2: Cross-entropy pretraining (dashed lines) and validation (solid lines) loss on the Tiny
Shakespeare dataset, displaying the mean and 95% confidence intervals over 30 simulation runs with
varying levels of shared query-key proportions. Each evaluation interval represents 50 optimization
steps. Increasing shades of blue represent higher levels of sharing, while black indicates full sharing.

4 Conclusion

In this work, we investigated the impact of partial parameter sharing between query and key compo-
nents in lightweight Transformer models. Our experiments on the Tiny Shakespeare dataset reveal that
while fully shared query and key vectors tend to oversimplify the attention mechanism and degrade
performance, partial sharing effectively balances model complexity and performance. Specifically,
even with a high degree of sharing (e.g., 90% and 95%), the performance remains comparable to
that of fully separate query and key vectors. This indicates that partial parameter sharing can reduce
computational demands without significantly compromising the model’s effectiveness.

These findings underscore the viability of partial sharing as a strategy to optimize lightweight
language models, maintaining crucial directional relationships in the data. Future research could
explore varying the degree of parameter sharing across different Transformer layers and assess its
impact on a range of NLP tasks. This approach promises to be a valuable direction for enhancing the
efficiency of models in resource-constrained environments.
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A Appendix / Supplemental Material

For additional experimentation, we used the Oxford American Essays dataset 2022], which
consists of character-level text data from a collection of American essays. The dataset was split into
training and validation sets using a 90/10 ratio. Each character was tokenized similarly to the Tiny
Shakespeare dataset, representing unique occurrences.

All model architecture, hyperparameters, and training settings for the Oxford American Essays dataset
were identical to those used for the Tiny Shakespeare dataset. The same approach to partial parameter
sharing between the query and key matrices, as described in the main paper, was applied.
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Figure 3: Cross-entropy pretraining (dashed lines) and validation (solid lines) loss on the Oxford
American Essays dataset, displaying the mean and 95% confidence intervals over 30 simulation
runs with varying levels of shared query-key proportions. Each evaluation interval represents 50
optimization steps. Increasing shades of blue represent higher levels of sharing, while black indicates
full sharing.
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