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Abstract

Large Language Models (LLMs) have been widely adopted to process long-context
tasks. However, the large memory overhead of the key-value (KV) cache poses
significant challenges in long-context scenarios. Existing training-free KV cache
compression methods typically focus on quantization and token pruning, which
have compression limits, and excessive sparsity can lead to severe performance
degradation. Other methods design new architectures with le ss KV overhead but
require significant training overhead. To address the above two drawbacks, we
further explore the redundancy in the channel dimension and apply an architecture-
level design with minor training costs. Therefore, we introduce CSKYV, a training-
efficient Channel Shrinking technique for KV cache compression: (1) We first
analyze the singular value distribution of the KV cache, revealing significant
redundancy and compression potential along the channel dimension. Based on this
observation, we propose using low-rank decomposition for key and value layers
and storing the low-dimension features. (2) To preserve model performance, we
introduce a bi-branch KV cache, including a window-based full-precision KV cache
and a low-precision compressed KV cache. (3) To reduce the training costs, we
minimize the layer-wise reconstruction loss for the compressed KV cache instead
of retraining the entire LLMs. Extensive experiments show that CSKV can reduce
the memory overhead of the KV cache by 80% while maintaining the model’s long-
context capability. Moreover, we show that our method can be seamlessly combined
with quantization to further reduce the memory overhead, achieving a compression
ratio of up to 95%. Code is available at https://github.com/wln20/CSKV.

1 Introduction

Large Language Models (LLMs) have been widely adopted in various natural language processing
tasks, particularly those requiring long-context capabilities, such as document analysis and fact
retrieval [6]. However, the key-value (KV) cache mechanism used in transformer-based LLMs poses
significant efficiency challenges as its memory overhead grows linearly with the sequence length,
often replacing the weights to be the memory bottleneck in long-context scenarios. For instance,
processing a sequence with 200K tokens using LLaMA-2-7B [17] results in a KV cache occupying
around 100GB, compared to 14GB required for model weights. Compressing the KV cache by over
10x is necessary to fit such a sequence on a single NVIDIA RTX 4090 GPU with 24GB of memory.

Existing KV cache compression methods, mainly training-free techniques like token pruning [22} [12}
181 18] and quantization [10, [13} [11}[15]], struggle to maintain model performance at high compression
ratios, particularly in long-context tasks. Alternatively, training-required techniques, such as MLA [3]]
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and cache sharing [16} 2], offer higher compression ratios but at the cost of significant retraining and
are typically unable to be integrated with existing pre-trained models.

Inspired by MLA, we observe significant redundancy in the large channel dimensions of the KV
cache, evidenced by the long-tailed distribution of singular values in the key and value caches (Details
in Appendix). Experiments reveal that removing the smallest 50% of these singular values results in
less than 1% average accuracy loss on the MMLU [5] benchmark (from 0.458 to 0.449).

Given this redundancy, we propose CSKYV, a training-efficient Channel Shrinking technique for the
KY cache, designed to balances high compression ratios with low training costs. To sum up, we have
the following contributions:

* To reduce the memory overhead of the KV cache while maintaining the performance, we
design a bi-branch KV cache by preserving the recently used KV cache with original
dimensions and reducing the dimension of the historical KV cache.

* To further improve the performance without significant training overhead, we propose an
effective SVD-based initialization technique and train LLMs in a layer-wise manner by
minimizing the reconstruction loss.

» Extensive experimental results demonstrate that our method can achieve an 80% KV cache
compression ratio while maintaining the model’s long-context capability. We further demon-
strate that our method can be seamlessly combined with 4-bit quantization, showcasing its
power in achieving a total compression ratio of 95%.

2 Method

2.1 Inference with Bi-Branch KV Cache

To reduce the memory overhead, we design to reduce the memory overhead of the KV cache by
using low-rank decomposition for both the Key and Value weight matrix. Without loss of generality,
we will detail the workflow of compressing the key cache, as the process is identical to that of the
value cache.

As shown in Figure |1, we use two matrices, Ax € Rhinxheomp and By € RleompXhout g
approximate the weight matrix of Wy € RnXlout Here the hipn, hout, hcomp are the input
dimension of Wi, the output dimension of Wi, and the intermediate dimension of the low-rank
decompression. Keeping the hAcomp smaller than h,,: and storing the intermediate features as
the compressed Key cache, we can significantly save the memory overhead, especially in the long
context scenario.

To maintain the high performance, we propose to follow the prior research by preserving the
recently used tokens [[1} /18] because they are crucial for accurate next-token prediction. To prevent
the degradation of this local information during inference, we propose the bi-branch KV cache that
preserves the recently used tokens effectively during both the prefilling and decoding stages. With a
pre-defined window size [,,, we compress the KV cache only after the tokens fill a complete window
while retaining the residual tokens in their original hidden dimensions.

Specifically, for the prefilling stage, as shown in Figure[I[a), given an input sequence with n tokens,
we first use the A to generate the compressed Key matrix and store it in the Compressed Key Cache
K. In this case, the Compressed Key Cache contains all of the historical information of the given
sentence. On the other branch, we use the original Wi to generate the full-precision Key matrix
K for computation, which can guarantee that the computation results of the prefilling stage are the
same as the original LLMs. Then, we only store the full-precision Key activation of the last m tokens
Kocqr to preserve the local information for the decoding stage.

Moreover, during the decoding stage, as shown in Figure[I[b), we only process one token during each
forward pass. We take the process of the (n + 1)-th token as an example. For the cache update, we
compute both the compressed Key activation K¢ and full-precision Key activation K and update
both Key caches with the new activations. In this case, the compressed Key cache has (n + 1) tokens,
and the full-precision Key cache has (m + 1) tokens. To get the (n + 1) tokens’ Key matrix, we
use the (m + 1) tokens from the full-precision Key cache as Kj,q,; and use the Bk to process the

oldest (n — m) tokens in the compressed Key cache as K. By concatenating the K and K, locals WE
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Figure 1: The overview of the inference process. (a) The prefilling stage. (b) The decoding stage.
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Figure 2: The overview of the efficient layer-wise reconstruction fine-tuning.
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can get the target Key matrix for attention computation. Finally, we remove the oldest token from the
full-precision Key cache to keep the window size as m.

2.2 Efficient Fine-tuning by SVD-based Initialization

Directly applying low-rank decomposed weight matrices for KV cache compression would result
in the degradation of model performance when the compression ratio becomes high. To further
enhance the model performance, we propose to introduce an efficient training process. We find
that the initialization method to the proposed A and B is of great importance for convergence
and final performance. In this case, we proposed to use the ASVD-based decomposition results
for initialization. As shown in Figure[2] we train LLMs in a layer-wise manner by minimizing the
layer-wise reconstruction loss for the compressed keys and values.

Specifically, for each layer, we can use the Wy to generate the full-precision Key matrix K = X Wy

and use Ak, Bk to generate the lossy key matrix K=XA Kk Bgk. The local reconstruction loss of
this layer could be defined as Equation [T}

Ly = MSELoss(K, K) €]

where Ly denotes the loss of keys in this layer, and MSELoss(+, -) is the Mean Square Error (MSE)
loss function. Finally, define the loss of keys and values in the ¢-th layer as Lk ;, Ly, the loss for
the whole model is shown in Equantion 2}

ny
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where L,;; denotes the loss for the whole model, and n; denotes the number of layers.

3 Experiment

3.1 Experimental Setup

We evaluate our method on LongChat-7B-v1.5-32k [9]] and Mistral-7B-Instruct-v0.2 [[7]. We evaluate
our method on three widely-used long-context benchmarks: LongEval [9], LongBench [21]], and
LVEval [19]. For comparison, we include results from Streamingl.LM [18]], HoO [22] |'} and
ASVD [20]. The first two are token pruning methods, while the latter is a SOTA channel-shrinking
method. More details can be found in the Appendix.

"Here we only compare the effect of H2O on Longchat-7b-v1.5-32k, as it only supports LLaMA architecture
in its official implementation.



Table 1: Performance of models with CSKV on long-context benchmarks.

Model C. Ratio Method LongEval 1 LongBench 1 LV-Eval
4k 6k 8k 10k 04k 4-8k 8k+ 16k
0% - 1.00 1.00 098 098 046 043 046 0.13
StreamingLLM 0.12 0.16 0.06 0.20 0.37 0.39 0.40 0.09
50% H20 062 056 052 050 040 038 0.38 0.09
° ASVD 092 096 092 094 044 041 043 0.11

Longchat-7b-v1.5-32k CSKV (Ours) 098 094 096 094 046 042 045  0.12

StreamingLLM  0.06 0.06 0.02 0.02 031 035 0.39 0.06

30% H,O 0.18 024 026 0.10 034 030 032 0.05
? ASVD 026 0.12 0.06 0.04 036 031 032 0.04
CSKV (Ours) 092 094 094 090 043 0.40 0.41 0.10

0% - 1.00 1.00 098 094 050 047 045 0.20
StreamingLLM  0.06 0.12 0.04 0.14 039 038 037 0.12

50% ASVD 1.00 098 092 094 049 045 044 0.17

Mistral-7b-instruct-v0.2 CSKV (Ours) 1.00 1.00 096 094 050 047 047 020

StreamingLIM 0.06 0.04 0.00 0.04 034 034 0.33 0.06
80% ASVD 0.04 0.00 0.04 0.00 033 029 029 0.05
CSKV (Ours) 098 096 090 092 045 042 041 0.17

3.2 Main Results

We apply compression ratios of 50% and 80% consistently for both keys and values. The results are
presented in Table[T]

According to the evaluation results in Table[I] the token pruning methods are especially not skilled in
retrieval tasks like LongEval, even at a 50% compression ratio, when ASVD and CSKYV only incur
minor performance loss. As the compression ratio reaches 80%, all methods except for CSKV suffer
great performance degradation on all three tasks. To dive deeper, we examine the failure cases of
token pruning methods, and found that although the model could generate coherent sentences based
on instructions, a great deal of the retrieved answers deviate from the ground truth by a small portion,
like answering "4244" when the label is "42440", or give an irrelevant answer such as "1386". This
might be caused by their token eviction mechanisms which inherently have to discard the information
of some tokens completely, facing great risk of losing the ground truth information. In contrast, the
abundant failure cases of ASVD at 80% compression are mainly caused by the loss of the model’s
language modeling capabilities, like responding with dozens of tokens that could hardly form a
sentence. Different from the aforementioned methods, CSKV consistently enables the model to
generate instruction-following responses and give accurate answers on either retrieval tasks or QA
tasks, showing its superior capability of keeping the model’s long-context abilities even at high
compression ratios.

3.3 Ablation Studies

We conduct several ablation studies to further explore the potential of our method, and the main
conclusions include: 1) The SVD-based initialization methods is crucial to the success of training; 2)
The model performance is positively correlated with the window size, while the benefit would become
less significant after it reaches a certain level; 3) In most cases, it would be better to compress the key
cache more than the value cache given a certain budget; 4) CSKV could be seamlessly integrated
with 4-bit QAT with very small performance loss. See Appendix for details.

4 Limitation and Future Directions

While demonstrating competitive performance, the proposed method’s compression ratio assignment
is user-defined and might not be optimal, offering the potential to achieve higher compression ratios.
Future work could explore the application of automated search algorithms to dynamically assign
compression ratios to individual layers, accounting for their varying sensitivity to compression. Simi-
larly, automated strategies could optimize memory budget allocation for keys and values, maximizing
performance within a given constraint. We leave those directions for future works to explore.
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Appendix

A. Distribution of Singular Values of key cache

We visualize the distribution of singular values of key cache in the 14-th layer of LLaMA-2-7B-chat
model, using data randomly sampled from the Pile [4] dataset. We find that the singular value of
the key cache has a significant long-tailed distribution, and a similar phenomenon also appears in
the value cache. In this case, only a tiny fraction of singular values have large magnitudes, while
the vast majority are around zero, which can be removed without significant degradation of model
performance.
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Figure 3: Distribution of of Singular Values of key cache.

B. Details of Experimental Setup

We evaluate our method on widely used long-context models, including LongChat-7B-v1.5-32k [9]
and Mistral-7B-Instruct-v0.2 [7]. For fine-tuning, we use a scaled-down version of the Pile [4]]
dataset [14] and is conducted with both the epoch and batch size set to 1, using the AdamW optimizer
with an initial learning rate of Se-5. The entire fine-tuning process for each 7B model is completed
within 90 minutes on a single NVIDIA A100-80G GPU, resulting in minimal training costs. We
initialize the model with ASVD [20]], selecting 256 samples from the fine-tuning dataset as calibration
data. We set o = 0.5 and use the Absolute Mean Value method for configuring the scaling matrix S.

The evaluation of our method is performed on three widely-used long-context benchmarks, including
LongEval [9]], LongBench [21] and LVEval [19]. Specifically, we choose the 200,300,400,500 lines
subsets in LongEval (with an average length of 4k,6k,8k,10k), the qasper, hotpotqa, multifieldqa_en,
gov_report, triviaga subset of LongBench-E, along with the 16K subset of LVEval. To compare the
results with other methods, we choose StreamingLLM[18]], H,O[22] and ASVD[20], in which the
first two are token pruning methods and the last one could be regarded as a channel shrinking methocﬂ
We select compression ratios of 50% and 80% for the experiments, with the same compression ratios
for keys and values.

*While the standard ASVD perform low-rank decomposition on all weights, here we merely decompose the
Wk, Wy in each layer.



C. Ablation Study

Without loss of generality, we perform an ablation study on LongEval with the Longchat-7b-v1.5-32k
model. The window size is set to 32 and the compression ratio is evenly distributed on keys and
values by default. The "Avg.Acc" column in the following tables indicates the average accuracy on
the four chosen subsets of LongEval.

C.1 Effect of Initialization Methods

We test three initialization methods for the low-rank decomposed matrices: 1) random initialization,
2) standard SVD initialization, and 3) ASVD initialization. We keep their fine-tuning settings the
same as mentioned in the Experimental Setups. The loss curves of 80% compression are shown in
Figure [d] and the evaluation results for the trained models with a bi-branch strategy are shown in
Table

1e9 rand

—— asyd

le6

Loss

le3

le0
0 4000 8000 12000

Iteration
Figure 4: Loss curve with 80% compression ratio. "asvd" means initialize with ASVD, "rand" means

random initialization. We drop the curve for standard SVD initialization as it almost overlaps with
the ASVD one in the figure.

Table 2: Results of different initialization methods

C.Ratio Init. Method Avg. Acc

0% - 0.99

Random 0.00

50% SVD 0.94
ASVD 0.95

Random 0.00

60% SVD 0.93
ASVD 0.94

Random 0.00

70% SVD 0.89
ASVD 0.93

Random 0.00

80% SVD 0.87
ASVD 0.92

It could be found that the loss of the random initialization method remains extremely high (~1e9)
and is very hard to converge in a reasonable time, leading to the deterioration of model performance.



This is quite intuitive as the information stored in the initial W, Wy, are completely destroyed and
their information cannot be utilized. In contrast, the SVD-based initialization methods’ loss could
converge quickly from approximately 5.5 to 4.0, leading to superior model performance. Therefore,
the SVD-based initialization methods is crucial to the success of training. Specifically, the
ASVD-initialized model performs slightly better than the SVD-initialized one after training, so we
choose ASVD as the default initialization method.

C.2 Effect of Window Size

The window size determines how much local information could be preserved, which is of vital
importance to the quality of generated content. We fix the compression ratio to 80% and evaluate
the performance of the bi-branch trained model with multiple window size settings. The results are
shown in Table 3l

Table 3: Results of different window sizes.

C.Ratio Window Size Avg. Acc

0% - 0.99
2 0.77

4 0.83

g 0.85

16 0.88

2 0.92

80% 64 0.93
128 0.94

256 0.94

512 0.94

1024 0.95

2048 0.96

4096 0.96

The accuracy of the model shows a positive correlation with the window size, which is quite intuitive.
Specifically, as the window size increases from 2 to 32, the accuracy improves relatively rapidly.
However, when the window size exceeds 32, the rate of accuracy improvement notably decreases.
This might indicate that a window size around 32 would be enough for local information preservation,
while greater window sizes could not bring obvious improvement. Therefore, we may conclude
that the model performance is positively correlated with the window size, while the benefit
would become less significant after it reaches a certain level. Considering that an excessively
large window size incurs non-negligible memory overhead, practitioners should carefully balance
the trade-off between memory budget and accuracy when selecting the optimal window size for
real-world applications.

C.3 Effect of Compression Ratio Allocation for KV

Different from the token pruning methods that have to keep or discard a certain token’s keys and
values simultaneously, our channel shrinking method allows for the key cache and value cache to
have different compression ratios. To investigate the impact of allocating a certain compression ratio
to the key cache and value cache in different proportions, we conduct experiments by fixing the total
compression rate at 50% and 75%, respectively. We then evaluate the model’s performance under
various combinations of compression ratios for keys and values. The results are shown in Table 4]

It could be found from the evaluation results that among the selected combinations, the optimal
configuration consistently occurs when the compression ratio for the key cache exceeds that of the
value cache, showing that it would be better to compress the key cache more than the value cache
given a certain budget, in most cases. This potentially reveals that the sensitivity of keys towards
compression is weaker than that of values, making the key cache much easier to compress.



Table 4: Results of different compression ratio assignments

C. Ratio KV C. Ratio Avg. Acc
0% - 0.99
K(87.5%) V(12.5%) 0.97
K(75.0%) V(25.0%) 0.98
K(62.5%) V(37.5%) 0.96
50% K(50.0%) V(50.0%) 0.95
K(37.5%) V(62.5%) 0.95
K(25.0%) V(75.0%) 0.94
K(12.5%) V(87.5%) 0.80

K(43.75%) V(6.25%) 0.73
K(37.50%) V(12.50%) 0.89
K(31.25%) V(18.75%)  0.95

75%  K(25.00%) V(25.00%) 0.93
K(18.75%) V(31.25%) 0.88
K(12.59%) V(37.50%) 0.80

K(6.25%) V(43.75%) 0.43

C.4 Compatibility with Quantization

As the low-bit quantization methods are orthogonal with our method, we further demonstrate that
quantization could be seamlessly combined with our method. Specifically, we apply KIVI [[13]
with 4-bit quantization on the compressed keys and values, using per-channel quantization for the
former and per-token quantization for the latter. Both the window size and the residual size are set
to 32. We separately perform the experiments with two quantization manners: PTQ (Post-Training
Quantization) and QAT (Quantization-Aware Training). The results are shown in Table[5] where the
"None" rows are the referenced results from the full-precision model.

Table 5: Results of integration with quantization

C. Ratio (origin) C. Ratio (4-bit) Q. Mode Avg. Acc

0% 0% - 0.99
None 0.95
50% 87.5% PTQ 0.00
QAT 0.96
None 0.94
60% 90.0% PTQ 0.00
QAT 0.94
None 0.93
70% 92.5% PTQ 0.00
QAT 0.92
None 0.92
80% 95.0% PTQ 0.00
QAT 0.90

According to the results in Table[5] directly applying PTQ would completely deteriorate the model’s
performance, while the QAT results show minor degradation compared with their full-precision
counterparts. The failure of PTQ might be a result of the significant density of the compressed
representations, which are a lot more intact and difficult to directly quantize. In contrast, the QAT
method includes the quantization loss during the optimization process and shows great compatibility
with our channel shrinking method, where a total of 95% compression would still keep more than
90% of the model’s long-context capability. Therefore, it could be concluded that it would be better
to compress the key cache more than the value cache given a certain budget, in most cases.

10
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address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: The formulas in the paper are enough for deriving the results. (See Sec. [2)
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The details of experiments are shown in Sec.[3]and the corresponding sections
in Appendix, like the choice of optimizer and learning rate.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

12



Answer: [Yes]

Justification: The code is submitted according to the guidelines, and the data used for
fine-tuning is open-source and its link is shown in references.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The details of experiments are shown in Sec. [3]and the corresponding sections
in Appendix, like the choice of optimizer and learning rate.

Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: The reported accuracies are all from models that use deterministic generation
strategy (i.e. greedy search), so the results are deterministic and can be precisely reproduced.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

13


https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy

8.

10.

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The paper provide the information of computer resources in Sec. and the
corresponding sections in Appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: the research conducted in the paper conform, in every respect, with the NeurIPS
Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: The method proposed in this paper is purely for academic research and has no
obvious social impact.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The information of the existing assets is properly shown in the reference
section.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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