
RAEE: A Robust Retrieval-Augmented Early Exiting
Framework for Efficient Inference

Lianming Huang∗
City University of Hong Kong

Shangyu Wu∗†

City University of Hong Kong, MBZUAI

Yufei Cui
MILA, McGill University

Ying Xiong
MBZUAI

Xue Liu
MILA, McGill University

Tei-Wei Kuo
National Taiwan University

Nan Guan
City University of Hong Kong

Chun Jason Xue
MBZUAI

Abstract

Deploying large language model inference remains challenging due to their high
computational overhead. Early exiting optimizes model inference by adaptively
reducing the number of inference layers. Existing methods typically train internal
classifiers to determine whether to exit at intermediate layers. However, such
classifier-based early exiting frameworks require significant effort to train the
classifiers while can only achieve comparable performance at best. To address
these limitations, this paper proposes RAEE, a robust Retrieval-Augmented Early
Exiting framework for efficient inference. First, this paper demonstrates that the
early exiting problem can be modeled as a distribution prediction problem, where
the distribution is approximated using similar data’s exiting information. Then,
this paper details the process of collecting exiting information to build the retrieval
database. Finally, based on the pre-built retrieval database, RAEE leverages the
retrieved similar data’s exiting information to guide the backbone model to exit
at the layer, which is predicted by the approximated distribution. Experimental
results demonstrate that the proposed RAEE can significantly accelerate inference.
More importantly, RAEE can also achieve a robust zero-shot performance on 8
downstream tasks.

1 Introduction

Large language models have been widely used in various application scenarios due to their excellent
performance (Thoppilan et al., 2022; Touvron et al., 2023; Scao et al., 2022). However, deploying
large language models on resource-constrained devices is still challenging due to the high computa-
tional overheads of performing model inference (Dao et al., 2022; Liu et al., 2023). Model pruning,
as an advanced technique, provides a new direction for efficient inference (Valicenti et al., 2023; Ma
et al., 2023). It selectively removes less important weights or connections from the neural network
to reduce complexity and computational requirements without significantly degrading performance.
One popular model pruning method is the early exiting technique, which speeds up inference by
adaptively reducing the number of inference layers.

Most early exiting frameworks (Liu et al., 2020; Zhu, 2021; Fan et al., 2024) leverage classifiers to
predict the exiting layer and then stop the inference at the predicted exiting layer. Those classifier-

∗Authors contributed equally to this research.
†Corresponding author.

4th NeurIPS Efficient Natural Language and Speech Processing Workshop (ENLSP-IV 2024).



1

Build

Train Example

LM Head

Inference

(1 , 𝑝1) (2 , 𝑝2) (𝑗 , 𝑝𝑗) (𝑚 , 𝑝𝑚)
 (0 , 𝑝0)



E
M

B

Layer 1 Layer 2 Layer j Layer m

{(𝑙𝑎𝑦𝑒𝑟 𝑖𝑛𝑑𝑒𝑥 , 𝑝)} as values 

Test Example
LM 

Head

model forward build retrieve

Logits......

E
M

B

Layer 1 Layer 2 Layer j Layer m Logits.........

 

Exit at layer j 

Embeddings 

as keys

correct prediction wrong prediction 

Index
DB

Retriever

Embeddings

as queries 

E
n

c
o

d
e

r

{(𝑙𝑎𝑦𝑒𝑟 𝑖𝑛𝑑𝑒𝑥 , 𝑝)}

activated modules inactivated modules

Figure 1: The overview of retrieval-augmented early exiting framework.

based early exiting frameworks can be categorized into three types according to the training strategies.
One type is the training-based early exiting (Zhu, 2021; Zhou et al., 2020; Zhu et al., 2023), which
requires training the classifiers along with the inference model. These methods introduce significant
training and fine-tuning overheads, particularly when applied to large language models. Another
branch of classifier-based early exiting can be concluded as semi-training-based early exiting (Fan
et al., 2024). The backbone models in this type of early exiting framework would not be updated, and
only classifiers would be fitted to predict the exiting layer. These methods may not capture the patterns
between inputs and exiting layers well, requiring significant human effort in feature engineering. The
last one is training-free early exiting (Sun et al., 2022), which requires no parameter updates and uses
heuristics to determine the exiting layer. These methods lack the generalization ability in predicting
the exiting layer and often fail to achieve optimal or sub-optimal solutions. Moreover, most existing
early exiting frameworks sacrifice the model performance for acceleration (Fan et al., 2024; Sun et al.,
2022; Schuster et al., 2022; Bae et al., 2023).

To address the above limitations, this paper first shows that the exiting layer predictions can be
solved by predicting from an exiting distribution. Then, this paper presents the observations that
similar data’s exiting information can be used to approximate the exiting distribution. Based on these
observations, this paper proposes the RAEE, a robust retrieval-augmented early exiting framework
for efficient inference. RAEE collects exiting information from training data and builds the indexing
to retrieve similar data’s exiting information. During the inference, RAEE predicts the exiting layer
based on the top-k nearest neighbors’ exiting information and stops the model forwarding at the
predicted exiting layer.

We conduct comprehensive experiments to evaluate the proposed RAEE and various comparison
methods on 8 downstream tasks. Experimental results demonstrate that RAEE can accelerate the
model inference while achieving robust model performance. Codes are available at 3.

The main contributions of this paper are:

• We model the early exiting problem as a distribution prediction problem and demonstrate
that the exiting distribution can be approximated by the exiting information of similar data.

• We propose a robust retrieval-augmented early exiting framework, named RAEE, which
leverages the external database to guide the early exiting.

• Experimental results show that the proposed RAEE can not only accelerate the model
inference but also achieve a robust performance.

3https://anonymous.4open.science/r/RAEE-D724
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Figure 2: The probability of different exiting layers on SST-2 test data and corresponding top-8
nearest neighbor SST-2 training data.

2 Motivations

In this section, we demonstrate why using retrieval-based techniques is a simple yet effective way to
augment the early exiting framework during the inference stage.

Problem Statement. Formally, early exiting can be defined as follows: Given a backbone model
M with m layers and an input x, The early exiting framework aims to design an exiting function or
classifier l = f(x) to determine whether to exit at the layer l. The final prediction y is then transformed
from the intermediate output states hl of the l-th layer. And the final prediction probability can be
formulated as,

P (y | x) = P (y | hf(x)). (1)

, where f(x) is trained or built on the downstream tasks’ training data D.

Limitations of Existing Early Exiting. Existing early exiting frameworks can be categorized into
training-based, semi-training-based, and training-free exiting methods. For training-based exiting,
most works jointly optimize the exiting classifiers and the backbone model (Zhu et al., 2023, 2021;
Zhu, 2021). These works fine-tune the pre-trained backbone model with exiting mechanisms over
downstream tasks’ training data and update both the backbone model and classifier parameters.
Although these approaches could adapt the model with the early exiting framework and accelerate the
inference while maintaining performance, the fine-tuning overhead is still a non-negligible amount,
especially when fine-tuning modern large language models.

Instead of training both classifiers and the backbone model, other works (Fan et al., 2024) only fit the
classifiers based on features extracted from the backbone model, with parameters in the backbone
model fixed. These works can significantly reduce the training overhead of early exiting framework, as
they aim to address the early exiting problem using efficient traditional machine learning approaches
for classifier fitting, e.g., techniques for fitting support vector machine. However, such methods that
only train classifiers may not effectively capture the patterns between inputs and exiting layers. The
reasons may lie in that 1) the classifiers only focus on distinguishing the extract features at each
layer, rather than recognize the patterns between input embeddings and exiting layers; 2) the feature
extraction requires human effort to design, where classifiers only indirectly learn where to exit.

Training-free early exiting frameworks refer to computing the exiting layer with heuristics, e.g.,
hashing functions (Sun et al., 2022). These techniques basically introduce no or few training overhead
and are easy to set up. Although these works can significantly accelerate the building process as well
as the classifying process, they lack generalization in exiting layer predictions. The predictions made
by these heuristics may also be sensitive to different inputs, leading to unstable performance of the
early exiting framework.

Motivations of Retrieval-Augmented Early Exiting. To address the above limitations, this paper
aims to leverage retrieval-based techniques to guide the early exiting, which requires no parameters
to update and has a generalization capability. Existing retrieval databases basically use clustering
and product quantization to build the retrieval indexing over millions of embeddings, which can
perform efficient approximate nearest neighbor searching. The building process of the indexing is not

3



resource-constrained, which can run on either GPUs or CPUs. Besides, since the retrieval database
stores the original data, every retrieval in the retrieval-augmented early exiting can be regarded as a
generalization over several semantically similar data, while those original data may be used to train
classifiers or build hashing functions in other early exiting frameworks. The retrieval-augmented
techniques also exhibit strong adaptability to new data. By simply adding new data to the retrieval
database, the index can retrieve up-to-date information.

To further demonstrate the efficacy of retrieval-augmented early exiting, this paper conducts some
analysis experiments in Figure 2 to show the probability of different exiting layers on two SST-2 test
data and corresponding top-8 nearest neighbor SST-2 training data. The probability in Figure 2 is
calculated as the normalized logits of the answer label token. Note that it is impossible to obtain the
probability of each exiting layer during the real inference as no labels are provided. The blue line
with dots in Figure 2 shows the probability of correct predictions exiting at each layer. For example,
in Figure 2 (a), when exiting at layer 18, the probability of correct predictions is about 0.68, while
exiting at layer 9 only has a probability of 0.01. The box plot in Figure 2 presents the probability
statistics of the top-8 nearest neighbor training data, indicating the probability of exiting at each
layer. For instance, when exiting at layer 18, the maximum exit probability is approximately 0.81, the
minimum is around 0.39, and the box plot indicates that half of the neighbors exhibit a probability
larger than 0.54.

The blue line in Figure 2 represents the target distribution for the classifier to learn. The experimental
results in Figure 2 (a) and (b) reveal that the exiting probabilities exhibit a similar pattern to those of
the nearest neighbors. Additionally, the exiting layer varies across different inputs. Consequently, the
experimental results lead to two key conclusions:

1. The exiting probability can be approximated by the probability of the top-k nearest neighbors.
2. Different inputs exhibit distinct probabilities for exiting layers.

These observations motivate us to propose a retrieval-augmented early exiting framework.

3 Methodology

In this section, this paper describes the proposed retrieval-augmented early exiting framework in
detail. First, this paper introduces the details of how to build the retrieval database for the early
exiting. Then, this paper presents the retrieval-augmented early exiting baseline called RAEE.

3.1 Building the Retrieval Database for Early Exiting

The critical factor in constructing the retrieval database is selecting appropriate keys and values. To
avoid introducing too much retrieving overheads, this paper only retrieves once at the beginning of
the backbone model. Consider the training data D = {(xtrain

1 , ytrain1 ), . . . , (xtrain
|D| , ytrain|D| )} and

a backbone model M with m layers {L1, . . . ,Lm}. In this context, as shown in the top part of
Figure 1, the keys K are input embeddings of training data, which can be obtained from an extra
encoder model E , such as BERT (Devlin et al., 2019), or the outputs of embedding layers in the
backbone model Memb,

K = {ei}|D|
i=1 = {E(xtrain

i )}|D|
i=1. (2)

For the values, this paper collects a set of possible exiting layers li and corresponding probabilities pi
for each embedding ei, i.e., vi = {(lji , p

j
i )}

mi
j=1, where mi indicates the number of possible exiting

layers for the embedding ei. The layer l chosen as the exiting layer is determined by whether the
outputs of this layer hl can be used to make the right predictions ŷ compared to the training labels
ytrain. Then, the values V are all sets of possible exiting layers,

V = {vi}|D|
i=1 =

{
{(lji , p

j
i )}

mi
j=1

}|D|

i=1
. (3)

We follow the same dataset splitting used in the LM-BFF (Gao et al., 2021), the collecting process
requires no parameters to update, only model inference is performed. After collecting keys and
values for the retrieval databases, this paper uses state-of-the-art approximate nearest neighbor search
indexing, such as FAISS (Johnson et al., 2019), and efficient key-value stores to build the retrieval
database. More details can be found in Algorithm B.1 of Appendix B.
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3.2 RAEE

In this section, this paper then presents a retrieval-augmented early exiting framework named RAEE
to optimize the model inference. RAEE regards the exiting layer as a random variable z, taking
values in the set of {1, . . . ,m}, where m is the total number of layers in the backbone model M.
The probability mass function P (z = l) represents the probability of the case that the backbone
model exits at the layer l. With the gold label, we can observe that the random variable z follows an
unknown discrete distribution F . Then, this paper shows how to leverage the retrieval database to
approximate the distribution F .

Given an input x, RAEE first retrieves top-k nearest neighbors {v1, . . . , vk}, where each neighbor vi
has mi possible exiting layers. Naturally, we can approximate the distribution F by estimating the
probability function P (z = l),

P (z = l | x) =
k∑

i=1

P (vi | x) ·
mi∑
j

1

(
any(lji = l && pji ≥ τ)

)
· pji (4)

, where 1 is the indicator function that returns 1 if the condition is true and 0 otherwise, any(·) is the
function that returns true if one condition is true and false otherwise, τ is the threshold for filtering
the layers with extremely low probability, the inner loop only count once since there is at most one
possible exiting layer of neighbor i that is equalt to l. Since different neighbors should have different
contributions to the probability function P (z = l), RAEE uses the reciprocal of the scaled distance
between each neighbor and the query to estimate the contribution,

P (vi | x) =
min

(
{distance(vj , x)}kj=1

)
distance(vi, x)

(5)

Then, RAEE designs a function f(x) to determine the exiting layer, which selects the layer that
maximizes the probability function P (z = l),

f(x) = argmax
l

P (z = l | x) (6)

Notably, when there are multiple exiting layers with the same maximal probability, RAEE chooses
the earliest exiting layer.

The bottom part of Figure 1 shows the inference workflow of RAEE. Specifically, RAEE first
simultaneously feeds the inputs into both the backbone model for the label predictions and the same
encoder used in the building process for the query embeddings. Then, the retriever in RAEE retrieves
the top-k nearest neighbors in the retrieval databases based on the query embeddings. After obtaining
all possible exiting layers of k nearest neighbors, RAEE computes the exiting layers based on the
Equations 4-6. Finally, RAEE stops the forwarding at the calculated exiting layer, and passes the
intermediate outputs of the exiting layer to the final prediction layer, e.g., LM Head in language
models, to obtain the final predictions (Equation 1). More details can be found in Algorithm B.2 of
Appendix B.

4 Experiments

In this section, this paper first introduces the dataset and the experimental setting. Then, this paper
presents the main results of 8 downstream tasks. This paper also conducts an ablation study and
analysis of RAEE to show the impact of these factors on model performance.

4.1 Dataset and Experimental Setup

Datasets We conduct comprehensive experiments across 8 downstream tasks from GLUE bench-
mark (Wang et al., 2019). These tasks cover sentiment analysis, opinion polarity analysis, grammatical
judgment, natural language inference, paraphrasing, etc.

Experimental Settings The proposed RAEE was implemented using the PyTorch framework and
Transformer. We evaluated RoBERTa, ElasticBERT (Liu et al., 2022), D-BERT (Sanh et al., 2019),
D-RoBERTa (Sanh et al., 2019), HashEE (Sun et al., 2022), AdaInfer (Fan et al., 2024), and RAEE-
RoBERTa on one NVIDIA Quadro RTX5000 GPU with 16GB GPU memory, while others on
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Table 1: Zero-shot performance of different methods on 8 downstream tasks. Methods with an
asterisk superscript ‘*’ are evaluated on NVIDIA A100 GPU. The results in bold are the best results
on the task. ‘D-BERT’ and ‘D-RoBERTa’ refer to DistilBERT and DistilRoBERTa, respectively.

Methods SST-2 SST-5 MR CR MPQA SUBJ TREC CoLA Avg
Pretrained Models
RoBERTa-Large 83.60 34.98 80.80 79.55 67.60 51.45 32.40 2.03 54.05
ElasticBERT 51.15 27.78 50.10 50.00 47.05 50.00 18.60 6.02 37.59
T5-Large* 49.31 23.12 50.40 50.90 45.40 52.75 27.60 -4.64 36.86
Llama-3-8B* 62.84 26.06 59.65 72.90 51.75 52.80 8.40 0.00 41.80
Gemma-7B* 49.08 28.64 50.05 50.10 50.00 48.05 18.00 -0.79 36.64

Static Models
D-BERT 71.90 25.61 67.65 77.10 64.85 70.35 28.40 -0.70 50.65
D-RoBERTa 81.77 28.37 77.95 84.20 69.50 54.35 32.00 -1.18 53.37

Dynamic Models
HashEE 52.75 18.64 48.95 52.50 55.85 45.35 23.80 -3.86 36.75
AdaInfer 50.92 34.98 50.45 49.60 60.90 50.65 32.40 -1.62 41.04
DeeBERT* 52.29 18.05 50.60 50.00 75.95 80.85 16.20 0.00 42.99
CALM* 51.72 23.17 49.25 50.55 49.80 49.90 18.00 0.00 36.55
SLEB* 51.38 16.61 50.05 50.65 50.10 47.55 25.40 0.00 36.47

RAEE-RoBERTa 84.06 33.44 81.75 67.90 79.25 83.60 60.60 15.55 63.27
RAEE-T5* 53.21 27.19 50.60 51.55 55.90 49.90 39.80 12.55 42.59
RAEE-Llama* 75.57 32.04 67.90 72.75 76.10 89.95 46.00 7.84 58.52
RAEE-Gemma* 73.17 32.35 67.35 56.85 75.80 89.90 28.40 11.43 54.41

one NVIDIA A100 GPU with 80GB GPU memory. The experiments were conducted in the zero-
shot setting. For dynamic models with classifiers, we only train the classifiers on downstream
tasks. The evaluation metric is accuracy, except for CoLA, which is measured by the Matthew
correlation coefficient. We evaluate RAEE on various backbone models, such as RoBERTa-large,
T5-Large (Raffel et al., 2020), Llama-3-8B (Dubey et al., 2024), and Gemma-7B (Team et al., 2024).
The number of retrieved nearest neighbors is set to 12 in this paper.

To validate the effectiveness, we compared RAEE with three types of methods. Pretrained Models:
1) RoBERTa-Large (Gao et al., 2021), a state-of-the-art encoder model, where the prompt-based
version is used; 2) ElasticBERT (Liu et al., 2022), a pre-trained multi-exit transformer model, where
the large version is used in this paper; 3) T5-Large (Raffel et al., 2020), a versatile transformer-based
model for various NLP tasks; 4) Llama-3-8B (Dubey et al., 2024), a pre-trained model with strength in
specific language scenarios; 5) Gemma-7B (Team et al., 2024), a model with potential for outstanding
performance in specific settings. Static Models: 1) DistilBERT (Sanh et al., 2019), a distilled version
of BERT-base model; 2) DistilRoBERTa (Sanh et al., 2019), a distilled version of the RoBERTa-base
model. Dynamic Models: 1) HashEE (Sun et al., 2022), a hash-based early exiting approach with
ElasticBERT-large as its backbone model; 2) AdaInfer (Fan et al., 2024), an SVM-based early exiting
method with our reproduced version on RoBERTa-large; 3) DeeBERT (Xin et al., 2020), a classical
entropy-thresholding-based early exiting method with RoBERTa-Large as its backbone model; 4)
CALM (Schuster et al., 2022), a classical entropy-thresholding-based early exiting method with
T5-Large (Raffel et al., 2020) as its backbone model; 5) SLEB (Song et al., 2024), a method that
tackles the limitation of early exiting methods by eliminating redundant transformer blocks with
Llama-3-8b (Dubey et al., 2024) as its backbone model. The templates are listed in the Appendix A.
More details about the experimental setup can be found in Appendix E.

4.2 Main Results

Table 1 presents the main results, comparing the performance of the RAEE method against three other
method types across eight downstream tasks. From the experimental results, although the Pretrained
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Figure 3: Inference latency of different methods on 4 downstream tasks.

Models on some tasks, such as CR, can achieve good performance, we value the performance of
the model on the overall tasks, and the proposed RAEE can achieve the best zero-shot performance
on average. Compared to the backbone model, such as Roberta-Large, T5-Large, Llama-3-8B,
and Gemma-7B without early exiting, RAEE outperforms them on most tasks. Besides, RAEE
also significantly outperforms existing early exiting frameworks on all tasks. The above results
demonstrate the robustness of the proposed RAEE by consistently achieving strong performance
across various tasks and backbone models.

Figure 3 shows the inference latency of RAEE and comparisons. Due to space limits, we only
show the inference latency on the first four tasks, and more results can be found in Appendix C.
Experimental results show that the proposed RAEE can consistently accelerate the model inference
over various backbone models. Although static models can achieve a fast inference speed due to
the small model architecture, those models require great efforts to fine-tune or distill from backbone
models. The exceptionally long inference latency of current dynamic models is primarily due to the
internal classifiers’ poor performance in zero-shot scenarios. The inadequate performance of these
classifiers leads to late exits, which in turn causes high inference overheads. In addition, HashEE
and AdaInfer show particularly poor inference latency. We used the original code for HashEE from
its paper’s repository, while AdaInfer, being closed-source, was reproduced based on its published
paper version. Future work will focus on optimizing and standardizing these frameworks to improve
efficiency.

4.3 Reasons for Significant Performance Improvement

The main results demonstrate that the proposed RAEE can significantly outperform backbone models,
which is not an easy-understanding and intuitive phenomenon compared to previous early exiting
methods. The reason of such phenomenon lies in that the retrieval database in RAEE also acts as an
error corrector, which contains the exiting information of examples that are correctly predicted by
intermediate layers, but backbone models without early exiting fail to predict.
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Table 2: Model performance and inference latency of different methods with RoBERTa-Large.

Models SST-2 SST-5 MR CR MPQA SubJ TREC CoLA Avg
Performance ↑
RoBERTa-Large 83.60 34.98 80.80 79.55 67.60 51.45 32.40 2.03 54.05
RAEE w/o 85.32 34.75 81.05 71.55 75.80 63.90 42.60 -2.10 56.61
RAEE 85.21 33.44 81.75 67.70 78.90 83.80 62.60 13.75 63.39
Latency (ms) ↓
RoBERTa-Large 49.40 49.63 49.63 49.39 49.02 49.44 49.65 49.11 49.41
RAEE w/o 48.18 52.07 47.87 41.73 45.97 42.66 43.50 46.28 46.03
RAEE 47.27 36.10 45.82 38.49 41.84 33.76 34.47 31.74 38.69

Table 3: The cost of building the retrieval database.

Model SST-2 SST-5 MR CR MPQA Subj TREC CoLA Avg
Building Time (second) 430.81 514.46 545.90 151.97 531.17 495.42 349.59 526.55 443.23
# Entries 6920 8544 8662 1775 8606 8000 5452 8551 7063.75
Index Size (MB) 3.5 3.9 3.9 2.0 3.9 3.8 3.2 3.9 3.5
Database Size (MB) 2.6 2.1 3.1 0.8 2.6 2.7 1.0 2.7 2.2

To better support the above claims, we also conducted an analysis experiment using the retrieval
database, which only contained exit information based on examples that backbone models correctly
predicted without early exiting. As shown in Table 2, RAEE w/o refers to the method built on only
correctly predicted examples. As expected, RAEE w/o achieves comparable performance to baselines
but accelerates the inference process. This is because the test data that is correctly predicted by
RAEE w/o can also be correctly predicted by backbone models. However, due to a lack of exiting
information on examples where backbone models fail to predict, RAEE w/o also fails to predict on
the test data where backbone models fail. Therefore, when providing the exiting information based
on examples where backbone models fail to predict but intermediate outputs succeed in predicting,
RAEE can make correct predictions and exit earlier. It is noted that the slight discrepancies observed
in the performance of RAEE here, as compared to the main results, can be attributed to random
factors in the construction of the faiss database. We will solve this in the future by fixing the database.

4.4 Cost of Building the Retrieval Database

We collect the statistics of building the retrieval database in Table 3, such as database size, index size,
and time cost for the retrieval database for RoBERTa-Large. The average of building the retrieval
database is less than 8 minutes on RTX 5000, an acceptable overhead compared to the time cost of
fine-tuning. The index size and database size are quite small, which can be ignored compared to the
backbone model size.

4.5 Ablation Study of Top-k

Table 4 illustrates the impact of varying the number of retrievals on the distribution approximation.
As k increases, the proposed RAEE-RoBERTa improves the overall performance from 61.22 to
63.27. This suggests that more retrieved exiting information can help enhance the approximation
performance. However, when k beyond 12, the overall performance degrades from 63.27 to 62.83.
The reasons may lie in that providing the exiting information of the retrievals that are not quite related
to the query would introduce noise, thus misleading the final predictions. This also implies that only
a few exiting information is enough to approximate the exiting distribution, and the time cost of the
retrieving process can be saved.

4.6 Ablation Study on the Retrieval Database Size

Table 5 shows the performance of RAEE-RoBERTa with different sizes of retrieval databases. The
size of the retrieval databases implies how similar embeddings would be retrieved, thus impacting
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Table 4: The impact of retrieval number k on the distribution approximation.

k SST-2 SST-5 MR CR MPQA SUBJ TREC CoLA Avg
2 78.21 32.94 77.35 68.50 78.25 80.05 60.20 14.26 61.22
4 81.08 33.48 79.40 67.90 79.45 82.95 61.20 14.78 62.53
8 83.60 34.12 81.00 68.05 79.75 83.65 61.20 12.28 62.96
12 84.06 33.44 81.75 67.90 79.25 83.60 60.60 15.55 63.27
16 83.72 32.71 82.05 69.10 78.70 83.35 61.20 15.24 63.26
20 83.14 33.53 81.85 69.70 78.45 83.05 61.00 11.94 62.83

Table 5: The impact of retrieval database size on the distribution approximation. The percentage
refers to the amount of training data that is used to build the retrieval database.

Database Size SST-2 SST-5 MR CR MPQA SUBJ TREC CoLA Avg
20% 83.14 32.35 81.40 67.80 75.55 77.85 57.20 11.47 60.85
50% 82.45 32.31 81.30 65.35 76.65 82.65 58.20 16.83 61.97

100% 84.06 33.44 81.75 67.90 79.25 83.60 60.60 15.55 63.27

the confidence of the provided exiting information. As the database size increases, the performance
of RAEE-RoBERTa increases significantly from 60.85 to 63.27 on average. This demonstrates
that collecting more data can improve the generalization of RAEE, thus approximating the exiting
distribution more accurately.

5 Related Work

5.1 Early Exiting Framework

Model inference with early exit has been a popular pruning method to reduce both computation and
memory overhead on text classification or generation tasks. Most current works (Bae et al., 2023;
Kong et al., 2022; Ji et al., 2023; Wolczyk et al., 2021; Hooper et al., 2023) introduce classifiers
in each layer to determine whether the inference should continue. Different from those works, our
method does not require training the classifier. Our method predicts exit layers using a pre-built
database, resulting in better generalization.

5.2 Retrieval-based Augmentations

Retrieval-based augmentations (Li et al., 2022; Wang et al., 2023; Xiong et al., 2023; Cui et al., 2023;
Wu et al., 2024a,b) have been widely used in various natural language processing (NLP) tasks and
achieved remarkable performance. Current works mostly leverage external knowledge databases
to augment generator models on various text-generation tasks. Those works focus on improving
the model’s generation quality, while our work aims to use the retrieval knowledge to accelerate
the model’s inference. Additionally, other works have improved model generation efficiency using
external retrieval databases. These works are out of the scope of the research problems in this paper.

6 Conclusion

This paper models the early exiting problem as a distribution approximation problem and observes
that similar data’s exiting information can be used to approximate. Then, this paper proposes a
retrieval-augmented early exiting framework named RAEE. Experimental results show that RAEE
can accelerate the model inference while significantly improving the model performance. For future
work, exploring the performance of applying the retrieval-augmented early exiting framework in
fine-tuning scenarios is worthwhile.
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A Templates on All Tasks

Table 6 provides an overview of the manual templates and selected label words used for each dataset
in this paper. These templates and label words were created following LM-BFF (Gao et al., 2021).

Table 6: Templates and label words used in this paper.

Task Prompts Label word
SST-2 [CLS] x It was [MASK]. [SEP] “0”:“terrible”, “1”:“great”
SST-5 [CLS] x It was [MASK]. [SEP] “0”:“terrible”,“1”: “bad”,

“2”: “okay”,“3”: “good”,“4”: “great”
MR [CLS] x It was [MASK]. [SEP] “0”:“terrible”, “1”:“great”
CR [CLS] x It was [MASK]. [SEP] “0”:“terrible”, “1”:“great”
MPQA [CLS] x It was [MASK]. [SEP] “0”:“terrible”, “1”:“great”
SUBJ [CLS] x This is [MASK]. [SEP] “0”:“subjective”, “1”:“objective”
TREC [CLS] [MASK] x [SEP] “0”:“Description”,“1”:“Entity”,“2”:“Expression”,

“3”:“Human”,“4”:“Location”,“5”:“Number”
CoLA [CLS] x It was [MASK]. [SEP] “0”:“incorrect”, “1”:“correct”

B Detailed Algorithms of RAEE

Algorithm B.1 Collect the keys and values for building the retrieval database.

Input: Training data D = {(xtrain
1 , ytrain

1 ), . . . , (xtrain
|D| , ytrain

|D| )}, backbone model M with m layers
{L1, . . . ,Lm}, encoder E (None value means no encoder is provided).

Output: Keys K and values V .
1: K = [],V = []
2: for i = 1, . . . , |D| do
3: vi = [];
4: h0 = Memb(x

train
i );

5: for j=1, . . . , m do
6: hj = Lj(hj−1); /* Compute the intermediate outputs of the layer j */
7: logits = Mlm_head(hj); /* Predict from the layer j */
8: ŷ = argmax logits;
9: pji = max{softmax(logits)} ;

10: if ŷ is equal to ytrain
i then

11: Add (j, pji ) into vi; /* Store the possible exiting layer */
12: end if
13: end for
14: Add vi into V;
15: if E is None then
16: Add h0 into K; /* Store the embeddings of backbone model when no encoder model */
17: end if
18: end for
19: if E is not None then
20: Add all E(xtrain

i ) into K; /* Store the embeddings of encoder */
21: end if
22: return K,V;

Algorithm B.1 collects keys and values for building the retrieval database. For each sample in training
data D, the backbone model M is traversed layer by layer to compute the hidden state hj and
corresponding logits. If a prediction ŷ at a certain layer j matches the sample’s true label ytraini , the
exiting information, including the layer j and the probability pji , is added to the sample’s value list
(Line 2-12). When the encoder E is unavailable (Line 16), RAEE utilizes the hidden states from the
backbone model M as embeddings for indexing. The specific layer from which the hidden states are
extracted is treated as a hyperparameter that the user can define.
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Algorithm B.2 Model inference with the synchronized retrieval-augmented early exiting.
Input: Input x, backbone model M with m layers {L1, . . . ,Lm}, encoder E , indexing I, top-k, the exiting

layer determination function f(·).
Output: Final prediction ŷ.

1: h0 = Memb(x);
2: if E is not None then
3: equery = E(x); /* Encode the inputs when the encoder is available */
4: else
5: equery = h0; /* Use the embeddings of backbone model */
6: end if
7: {(vi, disi)}ki=1 = I(equery, k); /* Retrieve the possible exiting layers */
8: l = f ({(v1, dis1), . . . , (vk, disk)}); /* Obtain the exiting layer */
9: for i = 1, . . . , l do

10: hi = Li(hi−1); /* Perform model inference with early exiting */
11: end for
12: logits = Mlm_head(hl); /* Predict based on the layer hl outputs */
13: ŷ = argmax logits;
14: return ŷ;
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(d) CoLA

Figure 4: Inference latency of different methods on 4 downstream tasks (cond).

Algorithm B.2 performs model inference with retrieval-augmented early exiting. When the encoder
E is unavailable (Line 5), RAEE utilizes the hidden states from the backbone model M as embed-
dings for querying. The specific layer from which the hidden states are extracted is treated as a
hyperparameter that the user can define.

C Inference Latency

Figure 4 shows the inference latency of different methods of the last four downstream tasks. Ex-
perimental results demonstrate the consistent performance of the proposed RAEE compared to
Figure 3.
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Table 7: Exiting layers of different methods with RoBERTa-Large, T5-Large, Llama-3-8B, and
Gemma-7B on 8 downstream tasks. The sum of the number of layers in the encoder and the decoder
counts the number of layers for T5-large (Raffel et al., 2020). Due to the strong code coupling, it
is hard to collect the exiting layer information of CALM(Schuster et al., 2022). Methods with an
asterisk superscript ‘*’ are evaluated on NVIDIA A100 GPU with 80G GPU memory, while others
are evaluated on NVIDIA RTX 5000.

Model SST-2 ↓ SST-5 ↓ MR ↓ CR ↓ MPQA ↓ Subj ↓ TREC ↓ CoLA ↓ Avg ↓
Pretrained Models
RoBERTa-Large* 24.00 24.00 24.00 24.00 24.00 24.00 24.00 24.00 24.00
T5-Large* 48.00 48.00 48.00 48.00 48.00 48.00 48.00 48.00 48.00
Llama-3-8B* 32.00 32.00 32.00 32.00 32.00 32.00 32.00 32.00 32.00
Gemma-7B* 28.00 28.00 28.00 28.00 28.00 28.00 28.00 28.00 28.00

Dynamic Models
AdaInfer 1.00 24.00 0.00 0.47 18.00 0.08 24.00 4.00 8.94
DeeBERT* 22.95 24.00 23.33 8.98 15.90 10.36 24.00 18.31 18.48
SLEB* 28.00 28.00 28.00 28.00 28.00 28.00 28.00 28.00 28.00

RAEE-RoBERTa 18.61 15.87 18.69 15.38 17.32 14.00 15.25 12.70 15.98
RAEE-T5* 22.05 18.44 21.74 26.91 17.77 18.71 27.34 18.72 21.46
RAEE-Llama* 29.86 27.08 29.72 31.16 28.82 21.45 24.24 30.97 27.91
RAEE-Gemma* 10.97 17.72 11.86 3.27 14.75 0.52 12.97 20.08 11.52

D Exiting Layers

Table 7 compares the average exiting layers of the RAEE method against two other method types
across eight downstream tasks. Experimental results show that the RAEE method can exit earlier
than the two other method types, thus reducing computational overhead during model inference
for better model efficiency. This result also aligns with the expectations in the motivation example.
This suggests that the RAEE method can accurately approximate the gold exiting layer distribution
by using the retrieval database. Although AdaInfer exits earlier than the RAEE method, it exhibits
quite poor performance, as shown in Table 1. The reason may be that during the zero-shot inference
scenario, the collected features can only provide limited information for the SVM, thus resulting in
unstable prediction performance.

E Implementation Details

This section lists the implementation details.

• For DeeBERT(Xin et al., 2020), we use RoBERTa-Large as its backbone model. Since
DeeBERT(Xin et al., 2020) is a classical entropy-thresholding-based early-exit method, it
requires first fine-tuning the backbone model on the downstream task and then updating
all but the last off-ramp, for a fair comparison, we only update the off-ramp in DeeBERT
on each downstream task. We also use RoBERTa-large as the backbone model and train
all off-ramps for 50 epochs (much larger than the default setting of 10 epochs). Other
experimental settings for DeeBERT(Xin et al., 2020) remain as default.

• For CALM (Schuster et al., 2022), we use T5-Large (Raffel et al., 2020) as its backbone
model. CALM (Schuster et al., 2022) is also a classical entropy-thresholding-based early-
exit method, and we evaluate it under the zero-shot setting.

• For SLEB(Song et al., 2024), we use Llama-3-8b (Dubey et al., 2024) as its backbone
model. SLEB(Song et al., 2024) tackles the limitation of early exit methods by eliminating
redundant transformer blocks. Since the proposed RAEE exits at 27.91 layers, for a fair
comparison, we also set the hyper-parameter num_remove_blocks of SLEB(Song et al.,
2024) as 4 for comparable efficiency.

15



F Comparisons to Fine-tuning-based Methods

We have evaluated CALM(Schuster et al., 2022) and FREE (Bae et al., 2023) on the given 8
downstream tasks in table 8 and table 9. We finetune them with the default setting on each task for
one epoch. Experiments are conducted on 1 NVIDIA A100 GPU. Since the experimental results
of CALM(Schuster et al., 2022) and FREE(Bae et al., 2023) under the zero-shot setting are the
same, we only report the zero-shot results of CALM(Schuster et al., 2022). Although the fine-tuned
CALM(Schuster et al., 2022) and FREE(Bae et al., 2023) can achieve much better performance, they
require large computational resources and time for the fine-tuning process, which is NOT the main
research goal of this paper. Under the zero-shot setting, the proposed RAEE can still outperform
CALM(Schuster et al., 2022) or FREE(Bae et al., 2023).

Table 8: Model performance of different methods with T5-Large under different settings on 8
downstream tasks.

Model SST-2 ↑ SST-5 ↑ MR ↑ CR ↑ MPQA ↑ Subj ↑ TREC ↑ CoLA ↑ Avg ↑
Zero-Shot
RAEE-T5 53.21 27.19 50.60 51.55 55.90 49.90 39.80 12.55 42.59
CALM 51.72 23.17 49.25 50.55 49.80 49.90 18.00 0.00 36.55
Fine-Tuning
CALM 88.76 28.96 86.90 49.25 85.05 82.85 71.40 -2.61 61.32
FREE 87.96 42.81 85.30 7.40 85.80 78.25 64.80 0.04 56.55

Table 9: Inference latency(ms) of different methods with T5-Large under different settings on 8
downstream tasks.

Model SST-2 ↓ SST-5 ↓ MR ↓ CR ↓ MPQA ↓ Subj ↓ TREC ↓ CoLA ↓ Avg ↓
Zero-Shot
RAEE-T5 14.21 11.56 11.98 10.33 9.93 13.60 18.60 15.93 13.27
CALM 74.29 73.87 71.16 74.57 116.15 87.27 69.49 65.60 79.05
Fine-Tuning
CALM 99.72 100.39 101.45 90.98 102.97 108.79 84.58 87.14 97.00
FREE 85.69 95.79 95.24 95.21 94.87 90.91 92.11 89.45 92.41

G Retrieved Examples of RAEE

We show two examples from the SST-2 task and their retrieved top-k data samples. As shown
in Table 10 and Table 11, the retrieved samples are semantically similar to the query sentence,
demonstrating the proposed RAEE’s efficacy.

H Limitations

The limitations of RAEE may lie in the following aspects. Building Overheads. Although building
the retrieval database is an offline process that can be completed in a few hours, there is still a
trade-off between the generalization capability and the building overheads. Analysis experiments
have demonstrated that more data can significantly improve the RAEE’s generalization capability.
Retrieving Quality. Various types of indexing can be chosen for building the retrieval databases.
Different retrievers have different retrieving qualities. The indexing used in RAEE may not be the
optimal choice across different tasks. Addressing these limitations is not the main focus of this paper,
while future optimizations on those topics can be combined with the proposed RAEE.
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Table 10: Examples of data and corresponding retrieved data.

Query/Top-K Sentence Label
Query although laced with humor and a few fanciful touches, the film

is a refreshingly serious look at young women.
1

Top-1 the film is hard to dismiss – moody, thoughtful, and lit by flashes
of mordant humor.

1

Top-2 the movie enters a realm where few non-porn films venture, and
comes across as darkly funny, energetic, and surprisingly gentle.

1

Top-3 the movie, despite its rough edges and a tendency to sag in
certain places, is wry and engrossing.

1

Top-4 metaphors abound, but it is easy to take this film at face value
and enjoy its slightly humorous and tender story.

1

Top-5 it may not be particularly innovative, but the film’s crisp, un-
affected style and air of gentle longing make it unexpectedly
rewarding.

1

Top-6 it has its faults, but it is a kind, unapologetic, sweetheart of a
movie, and mandy moore leaves a positive impression.

1

Top-7 although frailty fits into a classic genre, in its script and execu-
tion it is a remarkably original work.

1

Top-8 unlike lots of hollywood fluff, this has layered, well-developed
characters and some surprises.

1

Top-9 as broad and cartoonish as the screenplay is, there is an accuracy
of observation in the work of the director, frank novak, that
keeps the film grounded in an undeniable social realism.

1

Top-10 though its rather routine script is loaded with familiar situations,
the movie has a cinematic fluidity and sense of intelligence that
makes it work more than it probably should.

1

Top-11 it tends to remind one of a really solid woody allen film, with its
excellent use of new york locales and sharp writing.

1

Top-12 though a touch too arthouse 101 in its poetic symbolism, heaven
proves to be a good match of the sensibilities of two directors.

1

I Future Work

In Algorithm B.2, which outlines the procedure for model inference using retrieval-augmented early
exiting, several key improvements could be pursued to optimize efficiency in future work. The
inference process (Lines 9-11) and the retrieval process (Lines 2-8) hold the potential for parallel
execution. By implementing separate threads for each of these processes, one focusing on inference
and the other on retrieval, efficiency could be substantially improved. Furthermore, during the
inference process with asynchronized RAEE, the calculated intermediate results would be collected
for early exiting, which not only speeds up the inference process but also optimizes resource usage
by potentially minimizing unnecessary computations.
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Table 11: Examples of data and corresponding retrieved data (Cond).

Query/Top-K Sentence Label
Query ... a boring parade of talking heads and technical gibberish that

will do little to advance the linux cause.
0

Top-1 a vile, incoherent mess... a scummy ripoff of david cronenberg’s
brilliant ‘videodrome.

0

Top-2 completely creatively stillborn and executed in a manner that
i’m not sure could be a single iota worse... a soulless hunk of
exploitative garbage.

0

Top-3 contrived, maudlin and cliche-ridden... if this sappy script was
the best the contest received, those rejected must have been
astronomically bad.

0

Top-4 could as easily have been called ‘ under siege 3: in alcatraz ’... a
cinematic corpse that never springs to life.

0

Top-5 little more than a stylish exercise in revisionism whose point...is
no doubt true, but serves as a rather thin moral to such a knowing
fable.

0

Top-6 a thoroughly awful movie – dumb, narratively chaotic, visually
sloppy...a weird amalgam of ‘the thing’ and a geriatric scream.

0

Top-7 on a cutting room floor somewhere lies...footage that might have
made no such thing a trenchant, ironic cultural satire instead of
a frustrating misfire.

0

Top-8 ...while certainly clever in spots, this too-long, spoofy update of
shakespeare’s macbeth does n’t sustain a high enough level of
invention.

0

Top-9 worthless, from its pseudo-rock-video opening to the idiocy of
its last frames.

0

Top-10 comes across as a relic from a bygone era, and its convolutions...
feel silly rather than plausible.

0

Top-11 a tired, unnecessary retread...a stale copy of a picture that was
n’t all that great to begin with.

0

Top-12 (less a movie than) an appalling, odoriferous thing...so rotten in
almost every single facet of production that you’ll want to crawl
up your own in embarrassment.

0
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